
C:	  NASA

Masaomi	  Tanaka
(Na1onal	  Astronomical	  Observatory	  of	  Japan)

NIR	  Observa1ons	  of	  
Gravita1onal	  Wave	  Sources



•Why	  NS	  merger?

• EM	  emission	  and	  NIR	  observa1ons

NIR	  Observa1ons	  of	  
Gravita1onal	  Wave	  Sources



New	  astronomy	  with	  
Gravita1onal	  waves

Advanced	  LIGO	  
(US,	  2015-‐	  THIS	  WEEK!!)

Advanced	  Virgo
	  (Europe,	  2016-‐)

KAGRA	  (Japan,	  2019-‐)

Sensi1vity	  increase	  
by	  a	  factor	  of	  10	  (in	  amplitude)
=>	  volume	  increase	  
	  	  	  	  	  by	  a	  factor	  of	  1000!



Supernova NS	  merger

M.	  Weiss

massive	  star

NASA

Gravita1onal	  wave	  sources

d	  ~	  200	  Mpc
(Extragalac1c)

d	  ~	  10	  kpc
(Galac1c)

~	  0.01	  events/yr ~	  0.1-‐100	  events/yr



1	  deg

SDSS

~	  100	  galaxies	  /	  1	  deg2	  
(<	  200	  Mpc)



1	  deg

GW	  alert	  error
e.g.	  6	  deg	  x	  6	  deg

(not	  box	  shape	  in	  reality)

Electromagne1c	  transient	  search

GW	  detec1on

Source	  iden1fica1on
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NS	  mergers
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M	  ~	  10-‐3	  -‐	  10-‐2	  Msun
v	  ~	  0.1	  -‐	  0.2	  c



r-‐process	  nucleosynthesis

NS	  merger	  can	  be	  the	  origin	  of	  r-‐process	  elements
-‐	  Rate	  ~	  10-‐4	  events/yr/Galaxy	  (<=	  GW)
-‐	  Mej	  ~	  10-‐2	  Msun/event	  (<=	  Opt/IR)
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Fig. 4.— Final nuclear abundances for selected trajectories (top;
Ye = 0.09, 0.14, 0.19, 0.24, 0.34, and 0.44) and that mass-averaged
(bottom; compared with the solar r-process abundances).

abundances by weighting the final yields for the repre-
sentative trajectories with their Ye mass fractions (Fig-
ure 3). We find a remarkable agreement of our result
with the solar r-process abundance distribution over the
full-A range of ∼ 90–240. This striking result, differ-
ing from the previous works exhibiting production of
A > 130 nuclei only, is a consequence of the wide Ye
distribution predicted from our full-GR merger simula-
tion with neutrino effects taken into account. Note also
that fission plays only a subdominant role for the fi-
nal nucleosynthetic abundances. The second (A ∼ 130)
and rare-earth-element (A ∼ 160) peak abundances are
dominated by direct production from the trajectories of
Ye ∼ 0.2. Our result reasonably reproduces the solar-like
abundance ratio between the second (A ∼ 130) and third
(A ∼ 195) peaks as well, which is difficult to explain by
fission recycling.
Given that the model is representative of NS-NS merg-

ers, our result gives an important implication; the dy-
namical component of NS-NS merger ejecta can be the
dominant origin of the Galactic r-process nuclei. Other
contributions from, e.g., the BH-torus wind after col-
lapse of HMNSs (Surman et al. 2008; Wanajo & Janka
2012; Fernández & Metzger 2013), as invoked in the pre-
vious studies to account for the (solar-like) r-process uni-
versality, may not be needed. The amount of the en-
tirely r-processed ejecta, Mej ≈ 0.01M⊙, with present
estimates of the Galactic event rate, a few 10−5 yr−1

(e.g., Dominik et al. 2012), is also compatible with

the mass of the Galactic r-process abundances (e.g.,
Wanajo & Janka 2012).

4. RADIOACTIVE HEATING

The r-processing ends a few 100 ms after the onset
of merger. The subsequent abundance changes by β-
decay, fission, and α-decay are followed up to 100 days
after the merging; the resulting radioactive heating is rel-
evant for kilonova emission. Figure 5 displays the tempo-
ral evolutions of the heating rates for selected trajecto-
ries (top-left) and those mass-averaged (top-right). For
a comparison purpose, the heating rate for the nuclear
abundances with the solar r-process pattern (q̇solar-r), β-
decaying back from the initial composition at neutron-
separation energies of 2 MeV (A ≥ 90, the same as that
used in Hotokezaka et al. 2013a; Tanaka et al. 2014), is
also shown by a black-solid line in each panel. The short-
dashed line indicates an analytical approximation defined
by q̇analytic ≡ 2× 1010 t−1.3 (in units of erg g−1 s−1; t is
time in day, see, e.g., Metzger et al. 2010). Lower panels
are the same as the upper panels, but for those relative
to q̇analytic.
Overall, each curve reasonably follows q̇analytic by ∼

1 day. After this time, the heating is dominated by
a few radioactivities and becomes highly dependent on
Ye. Contributions from the ejecta of Ye > 0.3 are gen-
erally unimportant after ∼ 1 day. We find that the
heating for Ye = 0.34 turns to be significant after a few
10 days because of the β-decays from 85Kr (half-life of
T1/2 = 10.8 yr; see Figure 4, bottom, for its large abun-
dance), 89Sr (T1/2 = 50.5 d), and 103Ru (T1/2 = 39.2 d).
Heating rates for Ye = 0.19 and 0.24, whose abun-
dances are dominated by the second peak nuclei, are
found to be in good agreement with q̇solar-r. This is due
to a predominance of β-decay heating from the second
peak abundances, e.g., 123Sn (T1/2 = 129 d) and 125Sn
(T1/2 = 9.64 d) around a few 10 days.
Our result shows that the heating rate for the lowest Ye

( = 0.09) is the greatest after 1 day (Figure 5, left panels).
The values are larger than the previous results (with Ye ∼

0.02–0.04 in Goriely et al. 2011; Rosswog et al. 2014) by
a factor of a few. In our case, the radioactive heating is
dominated by the spontaneous fissions of 254Cf, 259Fm
and 262Fm. It should be noted, however, the heating
from spontaneous fission is highly uncertain because of
the many unknown half-lives and decay modes of nuclides
reaching to this quasi-stable region (A ∼ 250–260 with
T1/2 of days to years). In fact, tests with another set
of theoretical estimates show a few times smaller rates
after ∼ 1 day (as a result of diminishing contributions
from 259Fm and 262Fm), being similar to the previous
works. It appears, therefore, difficult to obtain reliable
heating rates with currently available nuclear data when
fission plays a dominant role.
In our result the total heating rate is dominated by

β-decays all the times (Figure 5, right panels) because
of the small ejecta amount of Ye < 0.15 (in which fis-
sion becomes important). The radioactive heating after
∼ 1 day is mostly due to the β-decays from a small num-
ber of species with precisely measured half-lives. Uncer-
tainties in nuclear data are thus irrelevant. The mass-
averaged heating rate for t ∼ 1–10 days is smaller than
q̇analytic and q̇solar-r because of the overabundances near
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3 R A D I OAC T I V E H E AT I N G

3.1 Network calculations

In this section we present calculations of the radioactive heating of
the ejecta. We use a dynamical r-process network (Martı́nez-Pinedo
2008; Petermann et al. 2008) that includes neutron captures, pho-
todissociations, β-decays, α-decays and fission reactions. The latter
includes contributions from neutron-induced fission, β delayed fis-
sion and spontaneous fission. The neutron capture rates for nuclei
with Z ≤ 83 are obtained from the work of Rauscher & Thielemann
(2000) and are based on two different nuclear mass models: the
Finite Range Droplet Model (FRDM; Möller et al. 1995) and the
Quenched version of the Extended Thomas–Fermi with Strutinsky
Integral (ETFSI-Q) model (Pearson, Nayak & Goriely 1996). For
nuclei with Z > 83 the neutron capture rates and neutron-induced
fission rates are obtained from Panov et al. (2010). β-decay rates
including emission of up to three neutrons after β-decay are from
Möller, Pfeiffer & Kratz (2003). β-delayed fission and spontaneous
fission rates are determined as explained by Martı́nez-Pinedo et al.
(2007). Experimental rates for α and β decay have been obtained
from the NUDAT data base.1 Fission yields for all fission processes
are determined using the statistical code ABLA (Gaimard & Schmidt
1991; Benlliure et al. 1998). All heating is self-consistently added
to the entropy of the fluid following the procedure of Freiburghaus
et al. (1999). The change of temperature during the initial expan-
sion is determined using the Timmes equation of state (Timmes &
Arnett 1999), which is valid below the density ρ ∼ 3 × 1011 g cm−3

at which our calculation begins.
As in the r-process calculations performed by Freiburghaus et al.

(1999), we use a Lagrangian density ρ(t) taken from the NS–NS
merger simulations of Rosswog et al. (1999). In addition to ρ(t), the
initial temperature T , electron fraction Ye and seed nuclei properties
(Ā, Z̄) are specified for a given calculation. We assume an initial
temperature T = 6 × 109 K, although the subsequent r-process heat-
ing is not particularly sensitive to this choice because any initial ther-
mal energy is rapidly lost to P dV work during the initial expansion
before the r-process begins (Meyer 1989; Freiburghaus et al. 1999).
For our fiducial model we also assume Ye = 0.1, Z̄ ≃ 36, Ā ≃ 118
(e.g. Freiburghaus et al. 1999).

Our results for the total radioactive power Ė with time are shown
in Fig. 1. On time-scales of interest the radioactive power can be
divided into two contributions: fission and β-decays, which are
denoted by dashed and dotted lines, respectively. The large heating
rate at very early times is due to the r-process, which ends when
neutrons are exhausted at t ∼ 1 s ∼10−5 d. The heating on longer
time-scales results from the synthesized isotopes decaying back to
stability. On the time-scales of interest for powering EM emission
(tpeak ∼ hours–days; equations3), most of the fission results from
the spontaneous fission of nuclei with A ∼ 230–280. This releases
energy in the form of the kinetic energy of the daughter nuclei and
fast neutrons, with a modest contribution from γ -rays. The other
source of radioactive heating is β-decays of r-process product nuclei
and fission daughters (see Table 1 for examples corresponding to
our fiducial model). In Fig. 1 we also show for comparison the
radioactive power resulting from an identical mass of 56Ni and its
daughter 56Co. Note that (coincidentally) the radioactive power of
the r-process ejecta and 56Ni/56Co are comparable on time-scales
∼1 d.

1http://www.nndc.bnl.gov/nudat2/

Figure 1. Radioactive heating rate per unit mass Ė in NS merger ejecta
due to the decay of r-process material, calculated for the Ye = 0.1 ejecta
trajectory from Rosswog et al. (1999) and Freiburghaus et al. (1999). The
total heating rate is shown with a solid line and is divided into contributions
from β-decays (dotted line) and fission (dashed line). For comparison we
also show the heating rate per unit mass produced by the decay chain
56Ni → 56Co → 56Fe (dot–dashed line). Note that on the ∼day time-scales
of interest for merger transients (t ∼ tpeak; equation 3) fission and β-decays
make similar contributions to the total r-process heating, and that the r-
process and 56Ni heating rates are similar.

Table 1. Properties of the dominant β-decay nuclei at t ∼ 1 d.

Isotope t1/2 Qa ϵb
e ϵc

ν ϵd
γ Eavg e

γ

(h) (MeV) (MeV)

135I 6.57 2.65 0.18 0.18 0.64 1.17
129Sb 4.4 2.38 0.22 0.22 0.55 0.86
128Sb 9.0 4.39 0.14 0.14 0.73 0.66
129Te 1.16 1.47 0.48 0.48 0.04 0.22
132I 2.30 3.58 0.19 0.19 0.62 0.77
135Xe 9.14 1.15 0.38 0.40 0.22 0.26
127Sn 2.1 3.2 0.24 0.23 0.53 0.92
134I 0.88 4.2 0.20 0.19 0.61 0.86
56Nif 146 2.14 0.10 0.10 0.80 0.53

aTotal energy released in the decay.
b,c,dFraction of the decay energy released in electrons, neutrinos and γ -rays.
eAverage photon energy produced in the decay.
f Note: 56Ni is not produced by the r-process and is only shown for compar-
ison [although a small abundance of 56Ni may be produced in accretion disc
outflows from NS–NS/NS–BH mergers (Metzger et al. 2008b)].

In Fig. 2 we show the final abundance distribution from our
fiducial model, which shows the expected strong second and third
r-process peaks at A ∼ 130 and ∼195, respectively. For comparison,
we show the measured Solar system r-process abundances with
points. The computed abundances are rather different to the one
obtained by Freiburghaus et al. (1999) due to an improved treatment
of fission yields and freeze-out effects.

Although we assume Ye = 0.1 in our fiducial model, the ejecta
from NS mergers will possess a range of electron fractions (see
Section 2.1). To explore the sensitivity of our results to the ejecta
composition we have run identical calculations of the radioactive
heating, but varying the electron fraction in the range Ye = 0.05–
0.35. Although in reality portions of the ejecta with different compo-
sitions will undergo different expansion histories, in order to make
a direct comparison we use the same density trajectory ρ(t) as was
described earlier for the Ye = 0.1 case. Fig. 3 shows the heating rate

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 406, 2650–2662

Metzger+10,	  MNRAS,	  406,	  2650
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Figure 4. Bolometric light curves for simple models with different elemental
abundances: NSM-all (31 ! Z ! 92), NSM-dynamical (55 ! Z ! 92),
NSM-wind (31 ! Z ! 54), and NSM-Fe (only Fe).
(A color version of this figure is available in the online journal.)

at blue wavelengths drop dramatically in the first five days. The
light curves in the redder band evolve more slowly. This trend is
also consistent with the results of Kasen et al. (2013) and Barnes
& Kasen (2013).

Since our simulations include all the r-process elements,
spectral features are of interest. As the simulations of Kasen et al.
(2013) and Barnes & Kasen (2013) include only a few lanthanoid
elements, these authors do not discuss detailed spectral features.
Figure 6 shows the spectra of the model NSM-all at t = 1.5, 5.0,
and 10.0 days after the merger. Our spectra are almost featureless
at all epochs. This trend arises because of the overlap of many
bound–bound transitions of different r-process elements. As a
result, compared with the results of Kasen et al. (2013) and
Barnes & Kasen (2013), the spectral features here are more
smeared out.

Note that we can identify possible broad absorption features
around 1.4 µm (in the spectrum at t = 5 days) and around
1.2 µm and 1.5 µm (t = 10 days). In our line list, these bumps
are mostly made by a cluster of the transitions of Y i, Y ii,
and Lu i. However, we are cautious about such identifications
because the bound–bound transitions in the VALD database
are not likely to be complete at NIR wavelengths, even for
neutral and singly ionized ions. In fact, Kasen et al. (2013)
showed that the opacity of Ce from the VALD database drops
at NIR wavelengths, compared with the opacity based on their
atomic models. Although we cannot exclude the possibility that
a cluster of bound–bound transitions of some ions can make a
clear absorption line in NS mergers, our current simulations do
not make predictions for such features.

5. DEPENDENCE ON THE EOS AND MASS RATIO

Figure 7 shows the bolometric light curves of realistic models.
The luminosity is averaged over all solid angles. Since the angle
dependence is within a factor of two (see Roberts et al. 2011),
we focus only on the averaged luminosity.

The models with the soft EOS APR4 (red) are brighter than
the models with the stiff EOS H4 (blue). This result is interpreted
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Figure 5. Multi-color light curves of the model NSM-all (in Vega magnitudes).
The light curves in redder bands are brighter and decay more slowly.
(A color version of this figure is available in the online journal.)

as follows. When the total radioactive power is proportional to
the ejecta mass (Equation (10)), the peak luminosity is expected
to scale as L ∝ M

1/2
ej v

1/2
ch (Li & Paczyński 1998). We confirmed

that the peak luminosity of our models roughly follows this
relation (the effective opacity is κ ∼ 10 cm2 g−1, irrespective
of model). For a soft EOS (i.e., a smaller radius of the NS),
the mass ejection occurs at a more compact orbit and shock
heating is efficient. As a result, the mass of the ejecta is higher
for softer EOSs (see Table 1, and also Hotokezaka et al. 2013;
Bauswein et al. 2013). Therefore, the NS merger with the soft
EOS APR4 is brighter. Note that the light curve of the fiducial
model NSM-all (black) is similar to those of the models APR4-
1215 and APR4-1314 because these models have a similar mass
and characteristic velocity (Table 1).

For the soft EOS APR4, the brightness does not depend
strongly on the mass ratio of the binary NSs (red solid and
dashed lines in Figure 7). This result arises because, for a
soft EOS such as APR4, the mass ejection by shock heating
is efficient. By contrast, for the stiff EOS H4, the mass ejection
occurs primarily by tidal effects (the effect of shock heating
is weak; Hotokezaka et al. 2013). Thus, mass ejection is more
efficient for a higher mass ratio. As a result, the model H4-1215
(mass ratio of 1.25) is brighter than the model H4-1314 (mass
ratio of 1.08).

These results open a new window on the study of the nature
of NS mergers and EOSs. By adding the information of EM
radiation to the analysis of GW signals, we may be able to pin
down the masses of the two NSs and/or the stiffness of the
EOSs more accurately. Note that in the current simulations, the
heating rate per mass is fixed. To fully understand the connection
between the initial conditions of the NS merger and the expected
emission, detailed nucleosynthesis calculations are necessary.

6. IMPLICATIONS FOR OBSERVATIONS

6.1. Follow-up Observations of EM Counterparts

In this section, we discuss the detectability of UVOIR
emission from NS merger ejecta. Figure 8 shows the expected
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this field. The redshifts of the afterglow21 and the host galaxy22 were
both found to be z 5 0.356.

Another proposed signature of the merger of two neutron stars or a
neutron star and a black hole is the production of a kilonova (some-
times also termed a ‘macronova’ or an ‘r-process supernova’) due to
the decay of radioactive species produced and initially ejected during
the merger process—in other words, an event similar to a faint, short-
lived supernova6–8. Detailed calculations suggest that the spectra of
such kilonova sources will be determined by the heavy r-process ions
created in the neutron-rich material. Although these models10–13 are
still far from being fully realistic, a robust conclusion is that the optical
flux will be greatly diminished by line blanketing in the rapidly expan-
ding ejecta, with the radiation emerging instead in the near-infrared
(NIR) and being produced over a longer timescale than would other-
wise be the case. This makes previous limits on early optical kilonova
emission unsurprising23. Specifically, the NIR light curves are expected
to have a broad peak, rising after a few days and lasting a week or more
in the rest frame. The relatively modest redshift and intensive study of
GRB 130603B made it a prime candidate for searching for such a kilonova.

We imaged of the location of the burst with the NASA/ESA Hubble
Space Telescope (HST) at two epochs, the first ,9 d after the burst
(epoch 1) and the second ,30 d after the burst (epoch 2). On each occa-
sion, a single orbit integration was obtained in both the optical F606W
filter (0.6mm) and the NIR F160W filter (1.6mm) (full details of the imag-
ing and photometric analysis discussed here are given in Supplemen-
tary Information). The HST images are shown in Fig. 1; the key result is
seen in the difference frames (right-hand panels), which provide clear
evidence for a compact transient source in the NIR in epoch 1 (we note
that this source was also identified24 as a candidate kilonova in indepen-
dent analysis of our data on epoch 1) that seems to have disappeared by
epoch 2 and is absent to the depth of the data in the optical.

At the position of the SGRB in the difference images, our photo-
metric analysis gives a magnitude limit in the F606W filter of
R606,AB . 28.25 mag (2s upper limit) and a magnitude in the F160W
filter of H160,AB 5 25.73 6 0.20 mag. In both cases, we fitted a model
point-spread function and estimated the errors from the variance of
the flux at a large number of locations chosen to have a similar back-
ground to that at the position of the SGRB. We note that some tran-
sient emission may remain in the second NIR epoch; experimenting
with adding synthetic stars to the image leads us to conclude that any
such late-time emission is likely to be less than ,25% of the level in
epoch 1 if it is not to appear visually as a faint point source in epoch 2,
however, that would still allow the NIR magnitude in epoch 1 to be up
to ,0.3 mag brighter.

To assess the significance of this result, it is important to establish
whether any emission seen in the first HST epoch could have a con-
tribution from the SGRB afterglow. A compilation of optical and NIR
photometry, gathered by a variety of ground-based telescopes in the
few days following the burst, is plotted in Fig. 2 along with our HST
results. Although initially bright, the optical afterglow light curve dec-
lines steeply after about ,10 h, requiring a late-time power-law decay
rate of a < 2.7 (where F / t2a describes the flux). The NIR flux, on the
other hand, is significantly in excess of the same extrapolated power
law. This point is made most forcibly by considering the colour evolu-
tion of the transient, defined as the difference between the magnitudes
in each filter, which evolves from R606 2 H160 < 1.7 6 0.15 mag at about
14 h to greater than R606 2 H160 < 2.5 mag at about 9 d. It would be
very unusual, and in conflict with predictions of the standard external-
shock theory25, for such a large colour change to be a consequence of
late-time afterglow behaviour. The most natural explanation is there-
fore that the HST transient source is largely due to kilonova emission,
and the brightness is in fact well within the range of recent models
plotted in Fig. 2, thus supporting the proposition that kilonovae are
likely to be important sites of r-process element production. We note
that this phenomenon is strikingly reminiscent, in a qualitative sense,
of the humps in the optical light curves of long-duration c-ray bursts

produced by underlying type Ic supernovae, although here the lumino-
sity is considerably fainter and the emission is redder. The ubiquity and
range of properties of the late-time red transient emission in SGRBs
will undoubtedly be tested by future observations.

The next generation of gravitational-wave detectors (Advanced LIGO
and Advanced VIRGO) is expected ultimately to reach sensitivity levels
allowing them to detect neutron-star/neutron-star and neutron-star/
black-hole inspirals out to distances of a few hundred megaparsecs26

(z < 0.05–0.1). However, no SGRB has been definitively found at any
redshift less than z 5 0.12 over the 8.5 yr of the Swift mission to date27.
This suggests either that the rate of compact binary mergers is low,
implying a correspondingly low expected rate of gravitational-wave
transient detections, or that most such mergers are not observed as
bright SGRBs. The latter case could be understood if the beaming of
SGRBs was rather narrow, for example, and the intrinsic event rate was,
as a result, two or three orders of magnitude higher than that observed
by Swift. Although the evidence constraining SGRB jet opening angles
is limited at present28 (indeed, the light-curve break seen in GRB 130603B
may be further evidence for such beaming), it is clear that an alterna-
tive electromagnetic signature, particularly if approximately isotropic,
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Figure 2 | Optical, NIR and X-ray light curves of GRB 130603B. Left axis,
optical and NIR; right axis, X-ray. Upper limits are 2s and error bars are 1s. The
optical data (g, r and i bands) have been interpolated to the F606W band and
the NIR data have been interpolated to the F160W band using an average
spectral energy distribution at ,0.6 d (Supplementary Information). HST
epoch-1 points are given by bold symbols. The optical afterglow decays steeply
after the first ,0.3 d and is modelled here as a smoothly broken power law
(dashed blue line). We note that the complete absence of late-time optical
emission also places a limit on any separate 56Ni-driven decay component. The
0.3–10-keV X-ray data29 are also consistent with breaking to a similarly steep
decay (the dashed black line shows the optical light curve simply rescaled to
match the X-ray points in this time frame), although the source had dropped
below Swift sensitivity by ,48 h after the burst. The key conclusion from this
plot is that the source seen in the NIR requires an additional component above
the extrapolation of the afterglow (red dashed line), assuming that it also decays
at the same rate. This excess NIR flux corresponds to a source with absolute
magnitude M(J)AB < 215.35 mag at ,7 d after the burst in the rest frame. This
is consistent with the favoured range of kilonova behaviour from recent
calculations (despite their known significant uncertainties11–13), as illustrated by
the model11 lines (orange curves correspond to ejected masses of 1022 solar
masses (lower curve) and 1021 solar masses (upper curve), and these are added
to the afterglow decay curves to produce predictions for the total NIR emission,
shown as solid red curves). The cyan curve shows that even the brightest
predicted r-process kilonova optical emission is negligible.
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As	  expected	  by	  theore1cal	  models!!
==>	  ejec1on	  of	  ~0.02	  Msun

NIR	  source

GRB	  130603B

Tanvir+2013,	  Nature,	  500,	  547
Berger+2013,	  ApJ,	  774,	  L23
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vir et al. 2013; Berger, Fong, & Chornock 2013). It was a
short GRB at z = 0.356 with a duration ⇠0.2 s in the BAT.
If correct, it would confirm that compact-object mergers are
the progenitors of short GRBs and also the sites of significant
production of r�process elements.

In addition to the optical/near-IR kilonova emission, one
also expects a characteristic signal in the radio (Nakar & Pi-
ran 2011; Hotokezaka & Piran 2015) as the ejecta first in-
teract internally and then externally with the ISM. The latter
interaction gives rise to a blast wave with concomitant en-
hancement of magnetic fields and electron acceleration, lead-
ing to synchrotron radiation and radio emission. Three tem-
poral components to the radio band have been considered
and studied, (i) early-time anisotropic emission along the rel-
ativistic jet axis associated with the ultra-relativistic ejecta,
(ii) mildly relativistic, quasi-isotropic emission accompany-
ing cocoon-breakout, leading to potential radio flares for off-
axis observers, and (iii) late-time sub-relativistic dynamical
ejecta producing radio flares on time scales of years. The lat-
ter emission should be nearly isotropic, and provide standard
calorimetry on the global energetics of the initial explosive
event, just as has been the case for long GRBs.

3. CENSUS OF THE LOCAL UNIVERSE CATALOG

Any given galaxy catalog is generally not optimal for GW
follow-up studies. Consider two extremes: The Two Micron
All Sky Survey (2MASS) survey (Skrutskie et al. 2006) has
good coverage in both the northern and southern skies, but
does not go very deep (Huchra et al. 2012). The Millenium
Galaxy Catalog, comprising spectroscopic redshifts of galax-
ies from 2dF or SDSS, is deep, but covers only a small slice
along the celestial equator (Driver et al. 2005). An attempt
to overcome these limitations led to the Gravitational Wave
Galaxy Catalogue = GWGC (White, Daw, & Dhillon 2011).
Its only limitation for our current study is that it does not
extend beyond 100 Mpc. One of us (Kasliwal et al. 2015,
in preparation) has amassed a catalog based on the union of
several existing catalogs – the Census of the Local Universe
(CLU) – which is suitable for GW+EM follow-up studies. As
we shall show, for bright galaxies the CLU is complete out to
the anticipated aLIGO GW inspiral range for NS-NS mergers
up to 2020.

In order to show completeness, we must adopt a model for
galaxy number density in the local universe. The Schechter
luminosity function (Schechter 1976) provides a useful de-
scription of the space density of galaxies as a function of their
luminosity, ⇢gal(x)dx = �

⇤
x

a
e

�x
dx, where x = L/L

⇤ and
L

⇤ is a characteristic galaxy luminosity where the power-law
form of the function truncates. It has proven to be applicable
over up to 10 magnitudes in deep surveys (e.g., Bonne et al.
2015). The CLU catalog is amassed from many different sur-
veys. One of the CLU data columns, btc, consists of apparent
B�magnitudes mB for entries where they are available, and
pseudo-mB values for sources from other bands, for instance
2MASS. Hence for this work �

⇤, L, L⇤ ! �B
⇤, LB , LB

⇤.
Physically, L⇤

B represents the turn-over in the distribution be-
tween a power-law for low x and an exponential for high x.

We adopt the following values derived from B�band mea-
surements of nearby field galaxies: �⇤

= (1.6±0.3)⇥10

�2
h

3

Mpc�3, a = �1.07±0.07, L⇤
B = (1.2±0.1)⇥10

10
h

�2
LB,�,

with a corresponding M

⇤
B = �19.7 ± 0.1 + 5 log10 h =

�20.47 (e.g., Norberg et al. 2002; Liske et al. 2003; González
et al. 2006, and references therein). By comparison, for the
Milky Way galaxy MB = �20.42. This is based on a Milky

FIG. 1.— Sky maps of the CLU catalog. Shown are all 144214 galaxies
(upper panel), and only the 27559 galaxies for which L > L

⇤
B

(lower panel).
The swath of incompleteness in both panels represents the galactic plane,
which is excluded in many surveys.

Way B�band luminosity 2.3 ⇥ 10

10
LB,� (Carroll & Ostlie

1996), where LB,� is the solar B�band luminosity, and an
absolute solar B magnitude of 5.48 (Allen 1973). We take
h = 0.7 based on the latest weighted overlap between the
Planck results and the rest of astronomy (Ade et al. 2014).

Integrating over luminosity gives integrated number density
⇢0,gal =

R1
x1

⇢gal(x)dx. Although ⇢0,gal ! 1 as x1 ! 0 for
a < �1, the integrated luminosity density diverges only for
a < �2. One has

Z 1

x1

�

⇤
L

⇤
x

a+1
exp(�x)dx = �

⇤
L

⇤
�(a+ 2, x1), (1)

where � is the incomplete gamma function. For a = �1

the total luminosity density is �

⇤
L

⇤
�(2 + a) = �

⇤
L

⇤
=

1.9⇥10

8
hLB(�) Mpc�3. Dividing by a Milky Way B�band

luminosity yields a density ⇠6 ⇥ 10

�3 MWE Mpc�3, where
MWE = Milky Way equivalent galaxy. For a = �1, half
of the luminosity density is contributed by galaxies with
x1/2 > 0.693. For the power law of interest in this study,
a = �1.07, the cutoff lies at x1/2 > 0.626, or MB 1/2 =

�19.97. This corresponds to ⇠0.66 of the Milky Way lu-
minosity. To arrive at this x1/2 value we used the fact thatR1
x1

x

a+1
e

�x
dx = 1.04559 for x1 = 0 and a = �1.07, and

half this value 1.04559/2 is achieved for x1 = 0.626.
Figure 1 presents sky maps of the CLU catalog, showing

all the galaxies, and also those for which x > 1, where
x = LB/LB

⇤. The dark strips evident in the top panel in-

Gehleres+15

L	  >	  	  L*

All

6 Gehrels et al.

GW sky localization, distance errors and volume errors using
NS-NS and BH-NS mergers. They compare MCMC-derived
distance measures with three dimensional (3D) volume mea-
sures. They outline optimal strategies to prepare for identify-
ing EM counterparts of a GW merger.

Singer et al. (2015) have created full 3D position recon-
structions for a large population of simulated early aLIGO
NS-NS events. They provide a simple approximation for the
3D distance distribution and qualitatively describe the shapes
that emerge. In the present work, as we are more interested
in the impact of the galaxy catalog we use an even simpler
description: we assume that the localization subtends a given
solid angle, and is a shell between two constant radii.

FIG. 4.— The number of CLU galaxies in a given size error box versus
range (black). In this experiment we implicitly assume a localization near
the inspiral range for each of the three target years. Diamonds indicate the
adopted NS-NS inspiral ranges for the three target years of this study, µ =
60, 120, and 180 Mpc, respectively. The three curves are representative of the
increasing localization capability of aLIGO+VIRGO with time, �⌦ ' 500
deg2 (for 2015), 100 deg2 (for 2017), and 20 deg2 (for 2020). The CLU
incompleteness weighting factors at r = µ are 1.0, 1/0.8 = 1.25, and
1/0.4, respectively. The galaxy count totals indicated by the diamonds are
Ngal = 17.7±5, 22.5±4, and 10.5±2. We also present the corresponding
Ngal values determined directly from the Schechter function (red) weighted
by the relevant volume �V = (4/3)⇡µ3(�⌦/4⇡) (see the end of Section
4).

Singer et al. (2015) calculate full 3D aLIGO reconstruc-
tions based on BAYESTAR, a rapid reconstruction method
for BNS mergers, and LALInference, a full Bayesian param-
eter estimation code (Singer et al. 2014; Singer 2015; Veitch
et al. 2015), for the near-future of aLIGO - 2015 and 2016.
In this work we consider a longer time frame, i.e., up to the
full achievement of aLIGO design sensitivity. In order to cal-
culate galaxy sky counts in error boxes of given areas on the
sky, we take a simplified approach compared to Nissanke et al.
(2009), Nissanke et al. (2013), and Singer (2015). Namely,
rather than using a realistic 3D reconstruction, for a given

line-of-sight (LOS) we take a simple top-hat windowing func-
tion. For our three putative aLIGO target years – 2015, 2017,
and 2020 – we adopt µ = 60, 120, and 180 Mpc, respectively,
as fiducial LVC NS-NS inspiral ranges.

We consider 1000 randomly selected LOSs over the sky,
and then search the CLU catalog to find galaxies within an
angular separation that would place them inside an error box
on the sky of (i) 500 deg2, (ii) 100 deg2, or (iii) 20 deg2 for
the three cases. Although the actual sky-projected aLIGO
localizations will be complicated, the more important fac-
tor is simply the total sky area involved. Only galaxies are
considered for which their luminosity places them above the
50th percentile mark x1/2. The CLU galaxy count in a ra-
dial bin is incremented only if |(r � µ)/µ| < 0.3 (Hanna et
al. 2014), i.e., if the galaxy lies within a thick spherical shell
with �µ/µ = 0.6, where the NS-NS inspiral range µ = 60,
120, and 180 Mpc, respectively. This has the effect of es-
sentially doubling the galaxy counts derived by truncating the
integration at the range µ, thereby mimicking the effect of the
range-to-horizon mapping (Hanna et al. 2014). Thus in this
experiment we are implicitly assuming a localization near µ
for each target year, and thus in some sense our galaxy count
totals represent upper limits.

Figure 4 shows the results of this experiment. Each point
is the mean of the 1000 individual LOS values, and the er-
ror bar is the standard deviation. Two main points are worth
noting. The most obvious is simply that larger error boxes
yield more galaxies. The second is that counts are added only
out to roughly the range for a given year. The CLU totals
out to r = µ (for a localization in each year near µ) are
Ngal = 17.7 ± 5, 22.5 ± 4, and 10.5 ± 2, respectively. As
noted previously, the CLU is ⇠100% complete above x1/2 at
60 Mpc, ⇠80% complete at 120 Mpc, and ⇠40% complete at
180 Mpc. In addition, the NS-NS range-to-horizon mapping
roughly doubles the totals for localizations near r = µ with a
large radial uncertainty.

For consistency we may consider galaxy counts derived di-
rectly from the Schechter function. The galaxy density above
x1/2 is

R1
x1/2

�

⇤
x

a
e

�x
dx = 2.35 ⇥ 10

�3 Mpc�3. If we then
multiply this by a volume �V = (4/3)⇡µ

3
(�⌦/4⇡), where,

for the three target years (µ, �⌦) = (60 Mpc, 500 deg2), (120
Mpc, 100 deg2), and (180 Mpc, 20 deg2), respectively, we
obtain Ngal = 25.8, 41.3, and 27.8.

5. TILING OBSERVATIONS

The results given in Figure 4 reveal the dramatic reduction
in tiling requirements brought about by restricting a search
methodology to the brighter galaxies. Were one simply to tile
the entire 2015, 2017, and 2020 putative error boxes A = 500,
100, and 20 deg2 using an EM detector with a field-of-view
(FOV) of �A = 0.1 deg2, i.e., ⇠19⇥19 arcmin, the number of
tilings required would be A/�A = 5⇥ 10

3, 103, and 2⇥ 10

2,
respectively.

Concentrating on selected bright galaxies reduces the tiling
effort considerably. The optimal size of a “tile” is dictated
by observations of short GRBs - in particular their locations
within their host galaxies. Fong, Berger & Fox (2010) use pre-
cise HST localizations to study the cumulative distribution of
projected physical offsets for short GRBs with sub-arcsecond
positions and find them to lie within ⇠100 kpc of their host
galaxy centers. For a typical distance of interest in this study,
100 Mpc, this corresponds to ⇠10�3 radian or ⇠0.057 deg –
a projected area on the sky of ⇠0.010 deg2 or ⇠37 arcmin2.

10-‐50	  galaxies	  in	  the	  localiza1on	  area	  
(Caveat:	  ~50%	  of	  light,	  incompleteness	  of	  the	  catalog)



Summary

• EM	  follow-‐up	  is	  cri1cal	  for	  GW	  astronomy

• EM	  emission	  from	  NS	  merger

• radioac1vely	  powered	  emission	  

• NS	  merger	  as	  poten1al	  origin	  of	  r-‐process	  elements

• NIR	  observa1ons

• Pros:	  Peaks	  at	  NIR	  wavelengths

• Pros:	  NIR	  emission	  lasts	  longer	  

• Cons:	  narrow	  field	  of	  view
	  	  	  	  	  	  	  	  	  	  	  but	  can	  be	  overcome	  by	  galaxy	  search

• Flexible	  opera1on	  of	  TAO

• Spectroscopy	  for	  nearby	  events	  ...	  Smoking	  gun!


