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Abstract

In this thesis, we present the selection and physical properties of Hα emission line
galaxies (Hα emitters, HAEs) at 2.05 < z < 2.5, aiming at studying a population
of star-forming galaxies at the epoch of Cosmic Noon.
We introduce a new selection method for finding emitters, in which the HAEs are
selected from the excess in the observed Ks broad-band flux relative to the best-fit
stellar continuum model flux by SED fitting. The photometric data in this the-
sis is mainly based on the multi-band catalog from the ZFOURGE survey, which
contains a very-deep Ks data and five unique and deep medium-bandwidth data
(J1,J2,J3,Hs,Hl). Besides, we add two unique medium-bandwidth data K1 and K2,
taken by a near-IR camera SWIMS to the ZFOURGE-COSMOS catalog. Then, we
applied SED fitting with emission line templates performed by CIGALE. A total
number of 1780 HAEs at zmed = 2.25 are selected with flux excesses of > 2σ. In
virtue of the J and H-band medium-bandwidth data, fluxes of the [Oii] or [Oiii]
emission lines could be simultaneously measured. Finally, 733 HAEs also have the
detection of [Oiii] with flux excesses of > 2σ. The line fluxes derived by our method
are compared with the newly published MOSDEF Emission-Line Catalogs, and we
find a very good agreement with our results that more than 90% Hα, [Oiii] and
[Oii] line fluxes have spectroscopic fluxes within a factor of 3. We further run SED
fitting simulations by adding random flux errors on model flux from several model
emission line templates iteratively. The output line fluxes have differences within
10% comparing to the model flux, indicating a good stability of the SED fitting.
Both the observations and simulations prove that the Hα, [Oiii] and [Oii] line fluxes
derived by our method are robust and show no significant systematic errors.
We research on the physical properties of these HAEs based on their multiple emis-
sion line fluxes and SED-derived parameters. The star formation rate (SFR) versus
stellar mass (M∗) relation (i.e., star formation main sequence) shows that our sam-
ple has a good correlation with a slope of 0.70 ± 0.03 at M∗ > 109.2M⊙, which
is the mass completeness. Meanwhile, we find a large number of low-mass HAEs
distributed above the SFMS by ∆MS ∼ 0.9 dex, suggesting bursty star formation
activities in these systems. Thus, our HAEs are separated into two populations,
the main sequence HAEs and the low-mass starburst HAEs. We further explore
the oxygen abundance of these HAEs based on the empirical calibration of the O32
index. For the main sequence HAEs, the mass-metallicity relation (MZR) have a
power law slope of O/H ∝ M0.25

∗ similar to local galaxies, with an evolving rate
of dlog(O/H)/dz ∼ −0.14 dex. On the other hand, as the O32-metallicity relation
is scattered at low-metallicity range, we have reservations about the existence of
MZR in low-mass regime. The photoionization models, based on the combination
of the O32 and R23 indices, are also applied to evaluate the ionization parameters
of HAEs. The models reveal that our low-mass starburst HAEs have ionization pa-
rameters ∼ 0.5 dex lower than those of LAEs at similar redshift. It is also found that
our low-mass starburst HAEs have a higher specific star formation rate than LAEs.
We speculate that our low-mass starburst HAEs are not an analogous population of
LAEs and may have a very low Lyα photon escape fractions.
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1 INTRODUCTION

Galaxy formation and evolution through the cosmic time is one of the biggest
topics in astronomy in the past decade. In this chapter, we first review several
important facts on star-forming galaxies (SFGs) at z ∼ 2 revealed by recent ob-
servations (§1.1). Then we will go through the astrophysics of interstellar medium
(ISM) and the interpretation of their emission-line spectra (§1.2). After that, we will
introduce the observational methods for strong emission line galaxies and list advan-
tages and disadvantages of these methods (§1.3). Finally, we present the structure
of this thesis and cosmological parameters we use in the last section (§1.4).

1.1 Cosmic Noon and Star-forming galaxies in this era

The early Universe sets the stage for how galaxies evolve to the present stage.
Star-forming galaxies at high redshift trace the prime formation epoch of massive
disk and elliptical galaxies in the local universe. Madau & Dickinson (2014) con-
cluded an avalanche of observational data and led to a fairly robust outline of the
evolution of the star formation activity of galaxies from z ∼ 8 to z ∼ 0. The redshift
z ∼ 2, when the universe was roughly 3 billion years old, marks a critical stage of
galaxy evolution, during which the overall star-formation activity was at its peak
level and more than 50% of the present-day stellar mass formed. As a result, this
era is frequently referred to as “Cosmic Noon”. Cosmic Noon is an ideal time to ex-
amine mechanisms of star formation. Studying galaxy properties of SFGs in this era
offer unique laboratories to understand the galaxy formation and evolution better.

1.1.1 Star formation rate and its indicators

Star formation rates (SFRs) in galaxies are the most important parameters that
define galaxies and their evolution across cosmic times. Quantifying SFRs in galaxies
requires precise diagnostics methods, in other word, indicators. Mainly there are
three kinds of SFR indicators (Calzetti 2013).

A. Ultraviolet continuum (UV continuum) (∼ 1300− 3000Å) probes the direct
stellar light emerging from the brightest and youngest stellar populations. After
adopting a suitable initial mass function (IMF; e.g., Salpeter 1955; Chabrier 2003)
and flux calibration (e.g., Kennicutt 1998), UV continuum could be converted to a
SFR(UV).

B. On the other hand, especially in dusty system, a significant fraction of lumi-
nosity from star is absorbed by interstellar dust and re-emitted in Mid/Far-Infrared
wavelengths (∼ 5−1000µm). As the absorption cross section of the dust is strongly
peaked at UV, the bolometric IR luminosity could be another good indicators for
star formation activity, symbolized as SFR(IR) (Kennicutt 1998).

C. In addition to measuring direct or indirect stellar emission, the ionizing pho-
ton emitted from massive stars can be traced by the the hydrogen recombination
lines (e.g., Hα), which provide a direct probe of the young massive stellar population
as SFR(Hα). Furthermore, some forbidden metal lines (e.g., [Oii]) could be used as
a quantitative SFR tracer (Kennicutt 1998; Calzetti et al. 2004; Kennicutt & Evans
2012), calibrated empirically through SFR(Hα).
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It should be noticed that these SFR indicators have different timescales. SFR(UV)
represents the dominant UV emitting stellar population whose lifetimes are around
100 Myr. SFR(UV) will remain constant over timescales ∼ 100 Myr, on behalf of
an approximated continuous star formation. In contrast, SFR(Hα) is significantly
contributed by only stars with masses > 10M⊙ whose lifetimes are less than 10 Myr
and represents a nearly instantaneous star formation activity.

1.1.2 Star formation main sequence at z ∼ 2

In the past decade, star-forming galaxies (SFGs) at Cosmic Noon and their SFRs
have been detailedly studied. Using SFR indicators, such as UV continuum or Hα
luminosity, it is found that the vast majority of SFGs hold a correlation between
their stellar masses (M∗) and SFR, called the “star formation main sequenc” (SFMS)
at least up to z ∼ 3. Moreover, the normalization of SFMS evolves with redshift
that higher redshifts objects hold larger star formation rates than local ones with
the same stellar mass (Whitaker et al. 2014; Speagle et al. 2014). However, these
studies only reach a stellar mass limit of > 109M⊙ at z ∼ 2, due to an observational
incompleteness at the low-mass end.

While, with the help of ultra-deep images in the past few years, some recent
studies track the lower-mass part of the SFMS at z ∼ 2. Hayashi et al. (2016), us-
ing the NB2315 filter on MORICS, detected ∼100 Hα emitters (HAEs) with stellar
masses down to 108M⊙. Furthermore, Terao (2020) identified ∼2000 HAEs through
the flux excess of Ks-band, by applying SED fitting with the emission line tem-
plates to the very deep multi-band dataset of ZFOURGE survey. Although their
completeness is limited, both these studies discovered a large population of low mass
(M∗ < 109M⊙) galaxies with specific star formation rate (sSFR = SFR /M∗) higher
than at SFMS by an order of magnitude. On the other hand, Lyα emitting galaxies
(LAEs) at z ∼ 2 also lie slightly above the main-sequence line at the low mass end
based on their UV measured SFR (Hagen et al. 2016). These offsets mean that these
galaxies are undergoing starbursts rather than normal star-forming activity. Also,
it may also imply a larger scatter around the SFMS at lower stellar masses than
more massive ones, especially for Hα-derived SFR, which is seen in cosmological
hydrodynamical simulation (Sparre et al. 2017).

However, it is still physically unclear why such kind of low-mass galaxies hold
an unexpected high sSFR. Analogous low-mass starburst objects in the local uni-
verse, such as blue compact dwarfs (BCDs), usually hold lower metallicities and
higher ionization parameters than galaxies with same stellar mass (e.g., Izotov et al.
2006; Janowiecki et al. 2017). The lower metallicity could be explained by recent
inflow of pristine (metal-poor) gas in response to the deposition of fresh fuel and the
galaxy will experience increasing SFR. The larger ionization parameter means an
increasing number of ionizing photons produced, and corresponds to a more intense
star formation activity. In addition, when comparing SFR(Hα) and SFR(UV), the
BCDs shows a larger Hα/UV ratio, suggesting a shorter timescale of star formation,
i.e, the star formation activity in BCDs is more bursty. Although it is still unclear
about the physical condition at high redshift, we can trace such galaxy properties of
low-mass population at high redshift through the emission lines produced in their
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HII regions, which is introduced in section 1.2.3.

1.2 Nebular emission lines and Emission line diagnostics

Stars form from gas, and the gas is constantly flowing in and out of galaxies
between the intergalactic medium (IGM) and the interstellar medium (ISM). Since
stars convert lighter elements into heavier elements, we would expect that the gas
flowing into a galaxy from IGM is dominated by light elements. On the other hand,
the ISM could become a record-keeper of the change in elements of a given galaxy.

ISM consists of the gas in ionic, atomic, and molecular form, as well as dust
and cosmic rays (Ferrière 2001). However, observational constraints for high red-
shift galaxies means that main information of ISM at high redshift comes from HII
regions, which consist of high density ionized atomic hydrogen. Orion Nebula is one
of the most famous HII region around us and star formation activities of O- and
early B-type stars are usually taking place in such HII regions (Osterbrock 1989).
The rest-frame UV-optical-near-infrared spectrum of galaxies is characterized by a
number of important emission lines from the HII regions in them and these spectral
lines are powerful probes of physical and chemical conditions in galaxies. Here, we
list some strong emission lines as follow.

1.2.1 Hydrogen Recombination Lines

In HII regions, neutral atoms are ionized by UV photons from hot “exciting”
stars and become ions, which is called ionization process. Meanwhile, electrons
in the gas clouds will combine with the ions and subsequently emit energy in the
form of photons, producing “recombination lines”. Recombination is the opposite
of ionization, and these two processes are in equilibrium in HII regions.

Wavelengths of the recombination lines depend on the changes of energy lev-
els. For hydrogen, the primary component of the gas, these ranges from the ra-
dio (caused by transitions between the outer energy levels), via the infrared (e.g.,
Paschen series), to the optical produced by transitions down to 2 (Balmer series).
Recombination to the ground level produces a UV photon which itself causes further
ionization. Among these observed hydrogen recombination lines, the most promi-
nent one is Hα (6563 Å), and some other strong recombination lines are Hβ (4861 Å),
Pα (1.875µm), and Pβ (1.282µm).

1.2.2 Forbidden lines

Forbidden lines from low-lying energy levels of metal ions, such as O+, O++,
N+, are other prominent emissions from HII regions. Forbidden lines violate the
quantum-mechanical rules that specify the most probable transitions (electric dipole)
by which an atom could return to its ground states. However, these “rule-breaking”
transitions could occur via less-probable slower pathways (Sparke & Gallagher 2007).
The intensity of a forbidden line depends strongly on the quantity of ions, so it of-
ten gives us detailed information on the density and temperature of the HII region,
which will be introduced in section 1.2.3.
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Famous optical and infrared forbidden lines are [Oiii] (5007Å, 1D2 )
3P2; 4959Å,

1D2 )
3P1), [Oii] (3729Å, 2D5/2 )

4S3/2; 3726Å, 2D3/2 )
4S3/2), and [Nii] (6583Å,

1D2 )
3P2; 6548Å,

1D2 )
3P1).

1.2.3 Emission line diagnostics

For galaxy formation studies, it is essential to understand physical conditions of
the ISM in galaxies. The emission lines from the ISM contain a wealth of information
on the physical parameter of the target galaxy including the rate of star formation,
chemical abundance, and ionization parameter (Kewley et al. 2019).

The gas-phase metallicity is usually expressed as an oxygen abundance rela-
tive to hydrogen, and is defined in units of 12+log(O/H). In a closed-box model
of galaxy evolution, metallicity increase over time through each generation of star
formation. However, the closed-box model could not reflect the reality in galaxies
because pristine gas inflow from IGM and high metallicity gas outflow are happen-
ing. Theoretically, as time progresses, the mean metallicity of galaxies increases
with age as galaxies undergo chemical enrichment, meanwhile the stellar mass of a
galaxy is continuously built in through accretion processes. This leads to observa-
tions of a global correlation between the stellar masses (M∗) and gas-phase oxygen
abundances [12+log(O/H)] of star-forming galaxies in the local and high-z universe,
known as the mass–metallicity relation (MZR; e.g., Lequeux et al. 1979; Tremonti
et al. 2004; Erb et al. 2006). Moreover, further research found that the scatter
in MZR could be minimized when extending the relation using the star formation
rate (SFR) dimension, resulting in a ”M∗-SFR-Z” relation called the “Fundamental
Metallicity Relation” (FMR; e.g., Mannucci et al. 2010; Sanders et al. 2018). The
Fundamental Metallicity Relation has been interpreted that the accretion of pristine
gas from the IGM increases the SFR while diluting the metallicity of the ISM.

The gas-phase oxygen abundances can be determined from a wide variety of
emission-lines. The “direct” measurement of the gas-phase oxygen abundance is
Auroral lines, mainly by [Oiii]λ4363. However, the Auroral lines are very weak
and barely observed. So, empirical calibrations are derived by fitting the ob-
served relationship between Auroral metallicities and strong emission-line ratios.
There are several commonly used metallicity-sensitive line emission-ratios to esti-
mate oxygen abundances: ([Oiii]λλ4959, 5007+[Oii]λλ3726, 29)/Hβ (hereafter R23);
([Oiii]λ5007/Hβ)/([Nii]λ6584/Hα) (hereafter O3N2) and [Nii]λ6584/Hα (hereafter
N2).

The amount of ionization photons is another interesting physical property of
galaxy. The ionization parameter is defined as U = nγ,i/nH – the ratio of ionizing
photon density nγ,i to hydrogen density nH , which works as a tool to measure
the abundance of ionization photons produced from massive stars and controls the
ionization state in the galaxy (Yeh & Matzner 2012). Starburst environments in
the local universe, such as M82, have a maximum of ionization parameter around
logU ∼ 2.3 (Förster Schreiber et al. 2001; Smith et al. 2006). On the other hand, the
ionization parameter of galaxies evolves with redshift, that high-z galaxies usually
hold larger log U than their local counterparts independent of stellar mass (e.g.,
Kewley et al. 2015; Kaasinen et al. 2017, 2018).
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The global ionization parameter in galaxies is usually anti-correlated with the
gas-phase metallicity, such that low metallicity galaxies may have large ioniza-
tion parameters (Dopita & Evans 1986). It is proposed that the stellar wind
would have a larger metal opacity at high metallicity, and absorb a larger frac-
tion of the ionizing photons, leaving less to ionize the surrounding HII region. The
ionization parameter could be measured directly using the emission-line ratio of
[Oiii]λ5007/[Oii]λλ3726, 29 (hereafter O32) and ([Siii]λ9069+[Siii]λ9531)
/[Sii]λλ6717, 31 (hereafter S32).

1.3 Detection of emission lines

Since the emission lines from HII regions contain a wealth of information on
galaxy properties, scientists are trying to extract these emission lines from a bulk of
observation data. Traditionally, spectroscopy or narrow-band imaging are usually
applied for finding emitters. On the other hand, these traditonal observations usually
consume a large amount of time and suffer from selection bias.

1.3.1 Spectroscopy

Multi-object spectroscopy is the most popular method to get the full spectra of
galaxies and obtain emission lines from the stellar continuum. The most important
merit of spectroscopy is that very accurate emission line strengths could be obtained
through observation. In order to obtain rest-frame optical spectroscopy covering all
of the strong emission lines from rest-frame 3700 to 6800Å for z ∼ 2 galaxies,
multi-object medium resolution J, H, K-band spectrographs with very strong re-
solving powers are utilized, including Keck/MOSFIRE (McLean et al. 2012) and
Gemini/Flamingos2 (Eikenberry et al. 2012). These powerful, high-throughput and
sensitive instruments provide a large number of valuable spectroscopic data in the
past few years.

When carrying out a multi-object spectroscopic observation, a mask (or several
masks) with long silts needs to be prepared well in advance. The mask with silts
allows for the dispersed spectrum of each source at the detector array, without
overlaps with the spectra of other sources. However, because of limited widths of
the slits (usually < 1”), the long slits will miss lights from outskirts of the galaxies
outside the slit apertures. Such silt loss may contribute to 20% if the seeing is close
to the silt width.

Besides silt loss, it is hard to construct large samples by the spectroscopy within a
limited observation time because spectroscopic observations are really time consum-
ing. For each mask, only ∼ 30 objects can be observed simultaneously. Moreover,
the exposure time for each filter consume a few hours especially for high-z galaxies
which are fainter than local ones. One of the largest high-z spectroscopic survey
so far, MOSDEF (Kriek et al. 2015), took 24 nights to obtain rest-frame optical
spectra of ∼ 600 galaxies.
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1.3.2 Narrow-band imaging

Photometric observations with narrow-band (hereafter NB) filters, which have
λ/∆λ ∼ 100 (the ratio of central wavelength to bandwidth), also enable us to
derive the emission line fluxes. Such NB filters are designed to have bandpasses
corresponding to specific emission lines at specific redshifts, so NB imaging are
perfect for imaging a cluster of galaxies, among which galaxies have very similar
redshifts. For example, Shimakawa et al. (2018a,b) observe two separate proto-
clusters at different redshift by two different narrow-band filters on Subaru/MOIRCS
(Suzuki et al. 2008).

With the help of NB filters, galaxies with strong emission lines could be easily
identified. The emission line strengths could be achieved through color excesses
in NB to the broad-band (λ/∆λ ∼ 5, hereafter BB) filter which have a similar
central wavelength. Usually, emission lines with equivalent width larger than 50Å
in the observed-frame Ks-band have color excess around 0.2 magnitude in NB, so
the derived emission line strengths are enough accurate.

However, because of their narrow redshift windows, NB imaging surveys have
a very limited searching volume. It is also hard to construct large samples based
on NB data within a limiting observation time. For example, Sobral et al. (2013)
made a total sample of ∼ 800 Hα emitters at z ∼ 2.23 from more than 100 hours
exposure-time data in the COSMOS and UKIDSS-UDS fields.

1.3.3 Broad/Medium band imaging and SED fitting with emission line
templates

Either spectroscopy (section 1.3.1) or NB imaging (section 1.3.2) has difficulty
in constructing large sample of high-z galaxies. In contrast, BB or medium-band
(hereafter MB) imaging could be a more efficient choice.

In the past, BB/MB imaging is not a good choice for measuring emission lines.
Due to the wider bandwidths of BB/MB filters than NB filters, color excess caused by
the emission lines is relatively small, leading to the problem that precise information
on the emission lines are almost lost.

However, with new techniques utilizing on SED fitting code, extracting the emis-
sion line fluxes from broad-band flux become feasible. Here, estimate of the nebular
emission line fluxes based on a stellar population synthesis model are added to the
SED templates, called emission line templates. In virtue of these emission line tem-
plates, observed fluxes boosted by the emission lines would be taken into account
and the stellar continuum lower than the observed fluxes can be estimated. Based
on the flux excess between the observed fluxes and the stellar continuum, emission
line strengths could be derived by this method. Moreover, the SED fitting with the
emission line templates could not only derive the emission line strengths, but also
improve the accuracy of some derived important galaxy properties such as stellar
masses, dust attenuation and ages. Recent studies (e.g., Onodera et al. 2020; Terao
2020) have confirmed the feasibility of this method and the derived emission line
strengths from the broad-band Ks filter show a good consistency with spectroscopic
data or narrow band data.

However, the SED fitting with the emission line templates on broad-band imaging
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also has several flaws. Since the broad-band filters have a large bandwidth, several
emission lines may drop into the same filter simultaneously. One example is Hα
(6563Å) and [NII] doublets (λλ6548, 84). The wavelengths of the three emission
lines are so close that even a low-resolution spectroscopy cannot separate them.
This blending will contaminate the measurement of the Hα flux. As a result, in the
Ks-band, contamination from other emission lines (even [SII] doublets may drop
in the filter) must be taken into account as a ratio of Hα to total strengths of all
emission lines. Such line ratio could be estimated from relative line strengths table in
the local universe (e.g., Inoue 2011), but introduces a large uncertainty as properties
of galaxies has a large diversity according to their properties such as stellar mass,
SFR and metallicity (e.g., Faisst et al. 2018; Reddy et al. 2018; Topping et al. 2021).

To some extent, only with the photometric data from broad-band filter may
not be enough to derive accurate information and sometimes extreme emission lines
even cause the overestimates of the continuum levels (Terao 2020). Actually, this
issue could be handled by adding two or more extra photometric filters during the
observations. MB filters, which has spectral resolution of λ/∆λ ∼ 15, can solve part
of this problem. If we add two MB filters, whose wavelength coverages are within
the bandwidth of a specific BB filter, one of the fluxes from MB will be boosted
by the emission line, while another flux will indicate the level of stellar continuum.
As a result, adding extra MB data has an advantage of delivering more information
and accurate SED due to the larger number of independent bands. This will not
extend observation time too much since the bandwidths of the MB filters are still
much wider than those of the NB filters.

1.4 Objectives and Structure of this thesis

The objective of this thesis is to investigate the galaxy properties of star-forming
galaxies at Cosmic Noon, especially the low-mass ones which are still physically
unclear so far. As mentioned above, the strong emission lines from the HII regions
contain a lot of information of the host galaxies. We hope to construct a large
number of star-forming galaxies with multiple emission line fluxes and understand
their properties statistically.

In this thesis, we present a systematic search of Hα emitters (HAEs) at 2.05 <
z < 2.5 based on the photometric catalog from the FourStar galaxy evolution survey
(ZFOURGE) and two additional medium K-band photometric data K1 and K2

from a near-infrared camera SWIMS (Konishi et al. 2012; Motohara et al. 2014).
By applying SED fitting with emission line templates (1.3.3), we construct a large
sample of HAEs, which is important to understand physical properties of these
galaxies. Moreover, our method can extract not only Hα emission line strengths but
also [Oiii] and [Oii] emission line strengths from flux excesses in the J and H medium-
band data, included in the ZFOURGE catalog. This will help us to understand much
more detailed physical properties such as metallicity and ionization parameter of the
HAEs, especially the low mass ones (1.1.2).

The outline of this paper is as follows. We introduce the ZFOURGE survey and
the SWIMS medium K-band image, as well as the reduction of SWIMS image in
Section 2. Sample selection, the SED fitting with the emission line templates and
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the basic measurements of line fluxes including Hα, [Oiii], [Oii] are presented in
Section 3, and we derive physical parameters of the selected HAEs in Section 4. In
Section 5, we compare the low mass HAEs with other analogous objects and discuss
their relation with galaxy formation and evolution. Finally we summarize our result
in Section 6 and present proposals for future observations to further investigate the
properties of HAEs at z ∼ 2.3.

Throughout this thesis, we adopt the AB magnitude system (Oke & Gunn 1983),
assume a Chabrier(2003) initial mass function (IMF) and a ΛCDM cosmology with
H0 = 70 km s−1 Mpc−1, Ωm = 0.3, and ΩΛ = 0.7.
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2 OBSERVATIONS AND DATA

2.1 The ZFOURGE survey

Our study is mainly based on the photometric catalog from the FourStar galaxy
evolution survey (ZFOURGE, Straatman et al. 2016). ZFOURGE is a 45-night
photometric observation survey with the FourStar near infrared camera (Persson
et al. 2013) on 6.5-meter Magellan telescope. The observation targets at three
legacy fields: CDFS (Giacconi et al. 2002), COSMOS (Scoville et al. 2007) and UDS
(Lawrence et al. 2007) with a total coverage of ∼ 450 arcmin2 (128, 135, 189 arcmin2

in CDFS, COSMOS, UDS, respectively).
The unique characteristic of ZFOURGE is that it has five near-infrared MB

filters: J1, J2, J3, Hs and Hl, covering a similar wavelength range as the BB filters
J and H as shown in Figure 1. Moreover, ZFOURGE has a ultra-deep Ks detection
map which is a combination of the FourStar Ks images and some other Ks images,
such as UltraVISTA (McCracken et al. 2012) (see Section 2.3 of Straatman et al.
(2016), for details). In addition to the above 6 photometric data, ZFOURGE catalog
also includes multiwavelength public data covering from 0.3 − 8 µm. In all, the
CDFS, COSMOS, and UDS fields have 40, 37, and 26 photometric data with the
80% completeness of 26.0, 25.5, and 25.8 magnitudes in the combined Ks images,
respectively.

Such a large number of photometric data makes it possible to accurately derive
the photometric redshift (hereafter zphot) of galaxies. Nanayakkara et al. (2016)
measure the spectroscopic redshift (hereafter zspec) of∼ 200 galaxies at 1.5 < z < 2.5
in ZFOURGE-COSMOS and UDS field, and confirm that the primary zphot for SFGs
from ZFOURGE catalog has a very good accuracy that ∆z/(1+ zspec) < 2%, where
∆z = |zspec − zphot|.
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Figure 1. Normalized transmission curves of five Fourstar medium-band filters, J1, J2, J3, Hs,
Hl in addition to VISTA/J,H broad-band filters. Atmospheric transmittance is included. The
photometric data of the above bands are all included in the ZFOURGE catalog.
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Figure 2. Normalized transmission curves of three SWIMS medium-band filters, K1, K2, K3 in
addition to Fourstar Ks broad-band filter. The atmospheric transmittance is included only in the
Ks filter curve.

2.2 SWIMS medium K-band imaging

FourStar near infrared camera does not have medium-band filters in the Ks-band
(2.0−2.4µm), where Hα emission line, the most direct SFR indicator, at z > 2 falls
in.

Luckily, a new NIR camera SWIMS (Simultaneous-color Wide-field Infrared
Multi-object Spectrograph, Konishi et al. 2012) is under commissioning at Subaru
telescope, which will be installed on the University of Tokyo Atacama Observatory
(TAO) 6.5m telescope (Yoshii et al. 2010) in the future. This instrument is capa-
ble of simultaneous two-color imaging with a field-of-view (FOV) of 9.6 arcmin in
diameter (at TAO) from 0.9 to 2.5 µm in a single exposure. One of the unique char-
acteristics of SWIMS is its medium K-band filters (K1, K2 and K3-band), which
will be a great replenishment for ZFOURGE data. Figure 2 shows the normalized
transmission curves of the K1, K2, K3 filter and the Fourstar Ks. The SWIMS
medium K-band transmission curves are highlighted in RGB colors, while that of
the FourStar Ks filter is shown in grey dashed line. As explained in the last para-
graph of section §1.3.3, these MB filters could improve the situation because Hα
emission lines at 2.0 < z < 2.6 will separately drop in one of the MB filters, while
the other two filters can sample stellar continua. On the other hand, combined with
the ZFOURGE medium J and H band data, some other strong emission lines of
HAEs at 2.0 < z < 2.6, including [Oiii], Hβ, [Oii], would fall into the ZFOURGE
MB filters (Hs/Hl for [Oiii],Hβ; J2/J3 for [Oii]) as shown in Figure 3, which provides
us with a chance to extract multiple emission lines for these HAEs.

SWIMS currently works as a PI-type instrument at Subaru telescope and has
already completed several commissioning observations and open-use observations at
S21A and S21B. During the second commissioning observation, a part of (one FOV)
the ZFOURGE-COSMOS Field has been observed, and the observation time (seeing)
is ∼ 2 hours (1.′′0) and ∼ 1.5 hours (0.′′6) for the K1 and K2 filters, respectively.
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Figure 3. Combinations of several strong emission lines and the MB filters at each redshift. At
z > 1, Hα, Hβ, [Oii] and [Oiii] emission lines are observed in the NIR regime. Especially, at
z ∼ 2.3, Hα falls into the K medium-band filters. Simultaneously, Hβ/[Oiii] could be observed in
the H medium-band filters and [Oii] in the J medium-band filters.

2.2.1 Data Reduction

The SWIMS data are reduced by a custom Python-3 pipeline, named “SWSRED”
(Konishi et al.), whose stability and performance have already reached at good state.
Since SWSRED is written in Python, many options and parameters could be changed
easily for different situations and scientific purposes. The detailed description for
the pipeline is in Appendix A.

The pipeline processes the data by set, which consists of 18 frames on 9 dithering
positions (number of frames and dithering positions depend on the observation) for
each of the two SWIMS detectors (when moved to TAO, there will be four detectors).
We obtain the bad-pixel map from dark current frames. Dome flat frames are used
for flat fielding, which is obtained from dome-on and dome-off frames.

A sky background frame is computed by averaging up to 8 flat-fielded images
taken before and after a frame except in the same dithering position. The sky
background frames are then subtracted from individual flat-fielded frames to obtain
the sky-substracted frames.

After that, SourceExtractor (SE; Bertin & Arnouts 1996) is applied on the sky-
subtracted frames to identify bright sources, then SCAMP (Bertin 2010a) is used on
the same frame to obtain astrometric solutions by cross-matching the sources with
astrometric reference catalog, Pan-STARRS1 (Chambers et al. 2016).

After registering the astrometry to all the frames in the set, we run SWARP
(Bertin 2010b) to stack them together into a single stacked frame. Next, Source-
Extractor is applied again on this stacked frame to identify all the objects in the
frame, and a master object mask frame and individual object mask frames are cre-
ated successively.

At last, we iterate the processes from making sky background frames by using
the individual object mask frames to stack frames, and repeat the following steps
to obtain the final reduced frame. We display the final reduced SWIMS K2 image
and ZFOURGE Ks image in Figure 4.
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Figure 4. Deep Ks-band detection image in ZFOURGE-COSMOS field from Straatman et al.
(2016) and the final-reduced 1.5-hour exposure SWIMS K2 image in the same field. Because the
FOV of SWIMS at Subaru telescope is 6

′
.6 × 3

′
.3, only 1/6 of ZFOURGE-COSMOS field was

covered in the second commissioning observation.

2.2.2 Photometric Calibration and Image depths

SWSRED automatically produces photometric calibration of the final reduced
frame by cross-matching to 2MASS catalog (Skrutskie et al. 2006). However, be-
cause the FOV lacks bright stars, 2MASS calibration unfortunately suffer from large
uncertainties (up to 0.3 magnitude). As a result, we use photometric data of the
ZFOURGE catalog for photometric calibration in this work.

Since K1 and K2 filters have unique central wavelengths, we apply a linear inter-
polation between ZFOURGE H and Ks magnitude in relation to wavelengths and
define the magnitude of K1/K2 as the interpolated value at the central wavelength
of K1/K2, which could be expressed as (using K1 as an example),

mK1 =
mKs −mH

λc,Ks − λc,H
· (λc,K1 − λc,Ks) +mKs . (1)

In order to calculate image depths (limiting magnitudes), we directly measure
the fluxes of circular apertures with 0.′′6 diameter (same as ZFOURGE) placed at
5000 random positions on the final reduced images. Due to the dithering pattern,
the final reduced images have less exposure at the edges. We therefore put random
apertures only on regions larger than 80% of the maximum exposure.

The negative side of the resulting aperture flux distribution, representing the
noise distribution, is fit with a Gaussian distribution, from which we derived the
standard deviation (σ). σ is then multiplied by 5 and added to the zeropoint, which
is derived from the photometric calibration as described above, to obtain an estimate
of the 5σ depth. The resulting depth in AB magnitude can thus be summarized as

depth(5σ) = mzp − 2.5 · log10(5 · σaper). (2)

A basic summary of the SWIMSmedium K-band images in ZFOURGE-COSMOS
field is shown in Table 1.
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Table 1. SWIMS Medium-band Observations and Photometry

Filter
λc

(µm)
∆λ
(µm)

Seeing
(”)

Zeropoint
Total Integration

time (min)
5σdepth

K1 2.023 0.138 0.98 26.13 118 23.7

K2 2.170 0.140 0.51 26.36 90 23.8

2.2.3 PSF Matching and Medium-band Fluxes

In order to merge our SWIMS sources into ZFOURGE catalog, we follow the
PSF matching method of ZFOURGE (see Section 3.1 of Straatman et al. (2016), for
details). A detailed procedure of PSF matching on SWIMS images are summarized
in Appendix B. In short, we first scale the original images to 25ABmag and reproject
images to match the ZFOURGE pixel sizes. Then, we obtain the average PSF for
K1/K2 by selecting unsaturated stars with high S/N. After that, we generated a
reference PSF having a Moffat profile (Moffat 1969) with FWHM = 0.′′9 and β = 2.5.
A convolving kernel is derived for each image individually by matching to the Moffat
model PSF. Finally, the original images are convolved with this kernel.

Aperture fluxes of K1/K2 images are calculated by SourceExtractor in double
image mode in virtue of the ZFOURGE ultra-deepKs detection map. Circular aper-
tures of 1.′′2 diameter, which are suffiently large to capture most light (PSFs of the
convolved images are ∼ 0.′′9), are applied on the detection map, while measurements
of aperture fluxes are carried out on MB images. All these aperture fluxes are then
corrected to total by multiplying Ks ratio (the aperture correction coefficient) from
the ZFOURGE catalog.

Finally, we successfully merge the SWIMSK1/K2 photometry into the ZFOURGE-
COSMOS catalog. Among the 1541 objects at 2.0 < z < 2.6 in ZFOURGE-
COSMOS field (details of sample selection are in section 3.1), 207 objects (∼ 13%)
have both K1 and K2 detection and medium K-band fluxes are merged into the
catalog. Unfortunately, the total integration times of K1/K2 images are not long
enough when compared with the ZFOURGE images whose total integration times
are ∼ 10 hours. The flux errors of K1(K2) are ∼ 4(3) times larger than that from
the ultra-deep Ks detection map. This means that even there are obvious color ex-
cesses in our MB images, many objects cannot be classified as HAEs since they have
relatively large flux errors (see the selection method in section 3.4). As a result, we
still use the Ks detection maps in three fields to select HAEs in our study profited
from its ultra-deep imaging and small flux errors.

2.3 The MOSDEF survey

The ZFOURGE catalog we use in our thesis is from the 2017 Data Release.
While in the past 4 years, similar fields were also observed by some other surveys.
These new data would be a good replenishment and comparison (see section 3.5.2)
with our result.

The MOSDEF survey is a 4-year spectroscopic observation utilized the Multi-
Object Spectrometer For Infra-Red Exploration (MOSFIRE; McLean et al. 2012)
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on the 10m Keck I telescope (Kriek et al. 2015). This survey observed ∼ 1500
galaxies at 1.37 < z < 3.80 in three fields: AEGIS, COSMOS, and GOODS-N,
targeted strong nebular emission lines and stellar continuum of these galaxies. The
MOSDEF 2D and 1D Spectra and ID+redshift catalog was published on January
2021 and the MOSDEF Emission-Line Catalog was published in May 2021. The
detected emission lines from MOSDEF catalog include [Oii], [NeIII], Hβ, [Oiii], Hα,
[Nii] and [Sii].

Among the catalog, we identified ∼ 150 galaxies cross-matched at z ∼ 2.3 (the
middle redshift range of MOSDEF) in ZFOURGE-COSMOS field. We first com-
pare the spectroscopic redshifts from MOSDEF and the photometric redshifts from
ZFOURGE, as shown in Figure 5. In the ZFOURGE catalog, spectroscopic redshifts
of a part of cross-matched galaxies are already included, where ∆z are 0. Most of
the other galaxies with only photometric redshifts have ∆z/(1+ z) < 0.05 and only
a small percentage are outliers, with ∆z/(1 + z) > 0.15.
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Figure 5. The comparison between the photometric redshift (or spectroscopic redshift) from the
ZFOURGE catalog and the spectroscopic redshift from the MOSDEF catalog.

Although deviations on redshifts will not greatly influence the statistic result
since MOSDEF cross-matching galaxies take up less than 5% of the parent sample
of our study (see section 3.1), we still update z spec in the ZFOURGE-COSMOS
catalog with z MOSFIRE from the MOSDEF catalog (though the MOSDEF catalog
includes galaxies in UDS field, it did not cover the ZFOURGE-UDS field).
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3 SED FITTING, Hα EMITTERS SELECTION

AND MULTIPLE EMISSION LINES

3.1 Sample Selection

We use the ZFOURGE catalog (Straatman et al. 2016) in three fields (CDFS,
COSMOS, UDS) for the sample selection. The goal of our photometric selection
is to construct a parent sample of galaxies whose Hα emission lines drop in the
ZFOURGE Ks filter. Based on the transmission curve of the Ks filter in Figure
2, Hα emission lines from galaxies at 2.0 < z < 2.6 are shifted into the Ks filter.
However, the transmission are relatively low at the boundary of the redshift range,
we finally define that samples at 2.05 < z < 2.5 are fully complete (see details in
section 3.4). While, when creating our parent sample, we still choose galaxies at
2.0 < z < 2.6 based on their existing spectroscopic redshifts (z spec in catalog) or
photometric redshifts.

The ZFOURGE catalog also contains photometric redshifts, which were derived
with a photometric reshift code, Easy and Accurate zphot from Yale (EAZY; Bram-
mer et al. 2008). EAZY fits linear combinations of sets of input galaxy spectral
templates to the photometric data, then calculates the photometric redshifts and
rest-frame colors. The output parameter z peak from EAZY is chosen as the in-
dicator of the zphot, which is calculated by integrating over the redshift probability
distribution function, p(z). One of the unique characteristics of the ZFOURGE sur-
vey is that, with the additional medium J/H-band photometric data, the accuracy
of photometric redshifts is greatly improved. The high accuracy of photometric
redshifts is necessary to minimize scatters and errors in further SED fitting. Based
on the scatter in the difference between photometric and spectroscopic redshifts,
Straatman et al. (2016) quantified the errors in the photometric redshifts, σz, using
1.48× the median absolute deviation of |zphot − zspec|/(1 + zspec). At z > 1.5, we
have σz ≈ 0.03 (see in Figure 7) in the SWIMS-ZFOURGE-COSMOS field (the
FOV observed in the commissioning run of Subaru/SWIMS), representing a very
good accuracy of zphot at the high redshift.

Moreover, as mentioned in section 2.2, we also merge our SWIMS K1/K2 fluxes
into the ZFOUREG catalog. For those objects which have additional medium K-
band data, we rerun the EAZY code and update zphot (z peak) with the new outputs.
The additional SWIMS MB data, to some extent, help us constrain the photometric
redshift even better. Figure 6 gives an example before and after the rerun of EAZY.
As this object does not show strong color excess in medium J/H band, it shows a
bimodal distribution in p(z) when EAZY was run without the SWIMS K1/K2 data.
However, after SWIMS data being included, we find that the K1 filter show strong
color excess, likely to be boosted by Hα emission line, while theK2 filter may indicate
the level of stellar continuum (as mentioned in the last paragraph of section 1.3.3).
After the rerun, EAZY no longer gives a bimodal distribution but a very constrained
distribution of p(z). Statistically, by comparing the high-z objects which already
have z spec in the ZFOURGE catalog, we again obtain the σz as ZFOURGE was
done. In Figure 7), we find that, after including our SWIMS MB data, σz drop from
0.03 to 0.02 in the SWIMS-ZFOURGE-COSMOS field. Statistically, the overall
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Figure 6. An example galaxy fitted by EAZY templates to obtain zphot. Open circles represent
flux of the galaxy in every filter. In the upper panel we show the EAZY result without the
SWIMS K1/K2 filters. Blue line represents the best-fit template spectrum. In the bottom panel
we show the result after including the SWIMS K1/K2 bands. In both cases, we exhibit the redshift
probability distribution functions p(z) in the right panels. A much better constraint is obtained
after including the SWIMS K1/K2 data.

Figure 7. Errors of photometric redshifts in the SWIMS-ZFOURGE-COSMOS field. Black dots
represent the results without the SWIMS K1/K2 data, while red triangles with the data. Shaded
regions indicate the σz scatter. σz ≈ 0.03 without the SWIMS K1/K2 data, while σz ≈ 0.02 with
the data.
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correspondence is ever better after adding SWIMS K1/K2 data, as indicated by the
smaller scatter in the difference between photometric and spectroscopic redshifts.

After updating the photometric redshifts in the ZFOURGE-COSMOS catalog
(for the ZFOURGE/UDS and ZFOURGE/CDFS catalog, we keep the original zphot),
we choose galaxies at 2.0 < z < 2.6 as the parent sample. Spectroscopic redshifts are
prior to photometric redshifts in the selection since spectroscopic redshifts derived
from redshifted emission-line features are much more reliable than photometric red-
shifts derived from the best-fit spectral energy distribution. Also, there is a catalog
flag use in ZFOURGE catalog. This flag eliminates objects such as stars, objects
near stars, low S/N objects, and objects with low exposure time, which is very useful
to eliminate contaminants. A standard selection of galaxies should be obtained by
selecting sources as use=1, so we follow this criterion. ZFOURGE catalog also have
a list of X-ray-selected, IR-selected, and radio-selected AGN hosts as identified in
Cowley et al. (2016). We keep these AGNs in our fitting, but exclude them when
deriving statistical galaxy properties. Finally, these cuts (including AGN) produce
4761 galaxies at 2.0 < z < 2.6 (1676, 1541, and 1544 in CDFS, COSMOS, and UDS
respectively).

3.2 SED fitting with emission line templates

After selecting our parent sample, we carry out an SED fitting to obtain primary
galaxy properties. The SED fitting is performed by the 2020.0 version of Code for
Investigating GALaxy Emission (CIGALE; Burgarella et al. 2005; Noll et al. 2009;
Boquien et al. 2019). We have also tried SED fitting with two other codes, FAST++
(Kriek et al. 2009) and PROSPECTOR (Johnson et al. 2021) which are summarized
in Appendix C. Here, we exhibit the results from CIGALE.

CIGALE is written in Python. The code creates models based on an energy
balance principle in which dust partially absorbs emission in the UV-to-near-IR
domain and re-emits self-consistently in the mid- and far-IR. The models are built in
a modular way, taking into account flexible parameters of SFH, stellar populations,
ionized gas, dust attenuation and more. Such parameters are input and computed
on grids, that can reach several hundred million elements in one fitting. The models
are then compared with the observations and physical parameters of galaxies such
as SFR, stellar mass, and dust luminosity are estimated using a Bayesian statistical
analysis approach. Finally, a global indicator of the quality of the fit is given by the
reduced χ2. In the following subsections, we demonstrate the parameter setting in
our fitting.

3.2.1 Stellar population models and Star formation history

CIGALE supports two kinds of simple stellar population models (SSP), one is
BC03 (Bruzual & Charlot 2003) and the other is M2005 (Maraston 2005). In this
work, we used composite stellar population models generated from BC03 with a
Chabrier IMF (Chabrier 2003) as SED templates. Moreover, the metallicity Z of
stellar population are allowed to be 0.004, 0.008 and 0.02, in which the first two
values are sub-solar metallicity and the last one is close to solar metallicity.
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Then, we adopt a delayed-τ models to represent the star formation history (SFH)
with the functional form presented in Equation (3). The delayed-τ model depends
on the time of the star-formation onset, t0, and the e-folding time of the main stellar
population model, τmain. This form allows us to have a smooth SFH where the SFR
increases from the onset of star-formation until its peak at τmain. After that point,
the SFR gradually declines:

SFRmain(t) ∝
t

τ 2main

× exp (−t/τmain) for 0 ≤ t ≤ t0. (3)

The delayed-τ model is considered to be a more representative SFH for SFGs
than a constant or an exponentially declining SFH. Cohn et al. (2018) analyze the
SFH of several extreme emission-line galaxies (EELGs) at z > 2.5 by fitting with
non-parametric SFH. These systems show evidence of a starburst in the most recent
50 Myr, with rising SFH in the last 1 Gyr. While our HAEs are also likely to
experience starburst recently, it is sensible to choose delayed-τ models as SFH.

When setting grids in our fitting, the stellar population age t0 ranges in log(t0/yr) =
7–10 with steps of 0.1 dex. The upper limit of t0 is assumed not to exceed the age of
the universe at z ∼ 2. The e-folding time τmain also ranges in log(τmain/yr) = 7–10
with steps of 0.1 dex. While CIGALE module also allows for an extra exponential
burst representing the latest episode of star formation with parameters τburst and
fburst, we do not add this ingredient to our fitting by setting fburst = 0.

3.2.2 Nebular emission lines

CIGALE models the galaxy’s emission of the ionized gas in HII regions from
the nebular templates based on Inoue (2011) via CLOUDY 13.0 (Ferland et al. 1998,
2013). The nebular templates give the relative intensities of 124 lines in HII regions
covering from Heii (303.8 Å) to [Nii] (205.4µm), which are parameterized according
to a user-defined ionization parameter U (available from −4 to −1), and metallicity
(the same as the stellar one) Z, accompanied with a fixed electron density ne =
100 cm−3. The ionizing parameter in the local universe have a maximum value
around logU ∼ 2.3 (see section 1.2.3). Also, Yeh & Matzner (2012) stated that
radiation pressure confinement sets the upper limit log U ∼ −1 seen in individual
regions. Considering that the cosmic star formation is much more intense at high
redshift, we set an ionization parameter of log U = −2 during our fitting.

Besides, as mentioned in section 1.2, nebular emission lines are triggered by
lyman continuum (LyC) photons. As a result, some other factors, such as LyC
escape fraction (fesc, the leakage of the ionizing radiation into IGM) are also needed
to be taken into account when modelling the emission lines. From z = 11 to z = 6,
when the universe was in cosmic reionization era, the IGM becomes ionized and
heated by the escaped LyC photons. It is estimated that if the universe is totally
reionized by galaxies, a large fesc ∼ 20% at z > 7 is needed (Ouchi et al. 2009). In
contrast, after the universe is fully reionized, based on direct LyC imagings at lower
redshift (2 < z < 4, e.g., Vanzella et al. 2010; Grazian et al. 2016; Matthee et al.
2017), an upper limit of the escape fraction is fesc < 6%. Therefore, LyC photons
are assumed to be entirely absorbed by neutral hydrogen, i.e., fesc = 0. Also, we
assume that there is no LyC absorption by dust.
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Last but not least, CIGALE could set a user-defined lines width (velocity width)
of emission lines, which creates a Gaussian shape on emission lines to take gas motion
into account. The default setting of lines width is 200 km/s. However, we find that
a large lines width will lead to the blend of emission lines which has close rest-
frame wavelengths (e.g., Figure 8). Such blending of emission lines will lead to
troubles when we extract the continuum level by removing emission lines in section
3.3. In fact, setting different velocity widths may have some influence on narrow-
band filters (λ/∆λ ∼ 100 corresponds to ∼ 3000 km/s), that emission lines may
be cut off by the filter occasionally. However, since our fitting are basically using
BB/MB filters whose bandpasses are broad enough, the above issue would not cause
large uncertainties. After overall consideration, we set FWHM of emission line as
1 km/s, though this assumption is not realistic. We have compared the fitting results
with lines width = 200 km/s and 1 km/s, that the effect of setting different velocity
widths is negligible when deriving galaxy properties of our galaxies.
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Figure 8. The Cigale Emission line templates with different lines width. The total flux integration
of each emission line is same regardless of lines width. The red solid line is the templates with
lines width=200 km/s, while the grey solid line is with 1 km/s. Both panels indicate the blend of
emission lines whenlines width=200 km/s. The upper panel shows many emission lines around the
rest-frame 3800 Å, including [Oii], [Neiii], Hei and Balmer series from Hε to H24. The bottom panel
shows emission lines around the rest-frame 6500 Å, from left to right are [Oi], [Siii], [Nii]λ6548,
Hα, [Nii]λ6583, Hei, and [Sii]λλ6716, 31.
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3.2.3 Dust attenuation model

Galaxies contain dust, which absorbs short-wavelength radiation easily and re-
radiates in the mid-IR and far-IR. Commonly, we use a dust attenuation curve, k(λ),
to describe how a galaxy’s integrated luminosity is absorbed by the dust at different
wavelengths: from far-ultraviolet (FUV), where the attenuation is severe, to NIR,
where it becomes almost negligible. Observations in the Milky Way and local nearby
galaxies have yielded detailed information on the shape of the dust attenuation
curves: the Milky Way curve (Cardelli et al. 1989), the LMC/SMC curve (Gordon
et al. 2003), and the Calzetti curve (i.e., the Starburst curve; Calzetti et al. 1994,
2000). At higher redshift, Reddy et al. (2015) have used MOSDEF spectroscopic
data to derive the dust attenuation curves at z ∼ 2, finding it to be very similar
in shape to that of the SMC curve at λ > 2500 Å and the Calzetti curve at shorter
wavelength.

The strength of dust extinction is indicated through the colour excess E(B−V ),
defined as E(B−V ) = (B−V )observed−(B−V )intrinsic. For two galaxy with the same
dust attenuation curve, the higher E(B−V ) means the stronger dust extinction. The
colour excess of stellar continuum, E(B − V )star are usually traced by UV spectral
slope β. Physically, the colour excess is a measure of the thickness of the dust layer,
while the extinction curve provides a measure of the overall cross-section of dust
to light as a function of wavelength. Dust extinction and reddening are expressed
by the following equations. RV is defined as the ratio of relative absorption at V-
band (≃ 0.55µm). Dust attenuation curve k(λ), as in Equation (5), is commonly
fitted with the polynomial with a single parameter λ. The sum of every term except
RV in the polynomial equals to zero when λ ≃ 0.55µm. Dust extinction at other
wavelength (Aλ, unit: magnitude) can be calculated by extrapolating k(λ) to certain
wavelength as in Equation 6. Finally, Equation 7 can help to derive the intrinsic
flux densities (fint) from observed flux densities (fobs) and dust extinction at certain
wavelength.

RV =
AV

E(B − V )
, (4)

k(λ) = a0 +
a1
λ

+
a2
λ2

+
a3
λ3

+RV , (5)

Aλ = k(λ)× E(B − V ), (6)

fint(λ) = fobs(λ)× 100.4×Aλ . (7)

Stellar continuum and nebular emission usually suffer different dust extinction
because HII regions may have a different distribution of dust (or dust with different
properties) compared to the ambient ISM containing non-ionizing stellar populations
(Calzetti et al. 1994; Charlot & Fall 2000). An approach to solve this issue is to
assume that each component is subject to a different dust attenuation curve and
different E(B − V ). Usually, for starburst galaxies, the Milky Way curve (Cardelli
et al. 1989) is commonly adopted for the nebular line emission, and the Calzetti curve
(Calzetti et al. 2000) for the stellar continuum. In addition, the nebular reddening,
E(B− V )neb, can be directly measured from the ratio of Hα and Hβ emission lines,
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i.e, the Balmer decrement, as follows:

E(B − V )neb =
2.5

k′(Hβ)− k′(Hα)
× log10

[
(Hα/Hβ)obs
(Hα/Hβ)int

]
. (8)

In this equation, k
′
(Hα) and k

′
(Hβ) are from the assumed nebular attenuation

curve; (Hα/Hβ)obs is the observed line ratio of Hα and Hβ, while (Hα/Hβ)int
represents the intrinsic ratio of Hα and Hβ. Assuming a Case-B recombination,
Te = 10, 000K, and ne = 100 cm−3, we usually accept (Hα/Hβ)int = 2.86 (Oster-
brock 1989).

It is found that the color excess of the stellar continuum E(B − V )star, and the
color excess in the ionized gas E(B − V )neb, are different, and usually E(B − V )star
is smaller than E(B − V )neb. We parametrize the difference of color excesses by a
factor f such that:

E(B − V )neb =
E(B − V )star

f
, (f < 1). (9)

Various studies have been done on f -factor. Calzetti et al. (1994, 2000) conclude
that f = 0.44± 0.03 for starburst galaxies in the local universe. Price et al. (2014)
indicate that f = 0.55±0.16 for MS star-forming galaxies at z ∼ 1.5. Kashino et al.
(2013) give that f = 0.83± 0.10 for sBzK-selected galaxies at z ∼ 1.6. Reddy et al.
(2020) use a sample of > 500 star-forming galaxies from MOSDEF and find that
f = 0.48± 0.02 at z ≃ 1.4− 2.6. While f -factor still suffers from large uncertainty,
it seems to have a trend that f is smaller at a lower redshift and tends to be larger
at higher redshift. Saito et al. (2020) introduce a simple redshift evolution in this
f -factor, that f = 0.44 + 0.2z by modeling SED and emission lines of ∼ 500, 000
galaxies from the COSMOS2015 photometric catalog (Laigle et al. 2016).

The V2020.0 CIGALE has several choices for modelling dust attenuation curves
(k(λ)) in galaxies. An empirical approach is just to implement the Calzetti curve,
named as dustatt calzleti, while a modified powerlaw slope δ could be added to this
model (Noll et al. 2009); δ < 0 represents steeper slope than the Calzetti law and
leads to smaller RV . For example, δ = −0.45 gives a RV ∼ 2.76 which is similar
to the SMC curve and δ = 0 exactly reproduces the basic Calzetti curve. The
dustatt calzleti model assumes that stellar continuum and nebular emission share
the same extinction curve and E(B − V )star = E(B − V )neb. In contrast, in a more
complicated model dustatt modified starburst, Calzetti extinction curve is applied
only to the stellar continuum while the emission lines being dimmed with a optional
extinction curve selected from the MW, SMC, or LMC curve with a user-defined
f -factor from 0 to 1.

In the following, we represent the result from the dustatt calzleti model with
δ = 0. The color excess E(B − V ) ranges from 0 to 1.0 with steps of 0.02 in
the fitting. Although it may not be realistic that the model emission lines follow
the Calzetti curve, the derived observed fluxes of emission lines (see the method
in section 3.3) shows a good consistency with the spectroscopy data (see details
in section 3.5.2). More importantly, this enables us to apply a redshift-dependent
f -factor as Saito et al. (2020). We also run the CIGALE dust modified starburst
model with various combination of δ and f -factor. It is found that the stellar
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continuum level and observed flux of emission lines do not change much. A detailed
discussion of dust attenuation recipe will be presented in Appendix E. Additionally,
no UV bump (Stecher 1965) is considered in our dust attenuation model.

3.2.4 Other parameters

We fit the SEDs of our sample using a set of parameters summarized in Table 2
as presented as Boquien et al. (2019).

Table 2. CIGALE modules and input parameters used for the SED fitting

Model Parameter Value

sfhdelayed tau main (106 year) 10, 12.5, 16, 20, 25, 32, 40, 50, 63, 80, 100, 125,
160, 200, 250, 320, 400, 500, 630, 800, 1000,
1250, 1600, 2000, 2500, 3200, 4000, 5000, 6300,
8000, 10000

age main (106 year) 10, 12.5, 16, 20, 25, 32, 40, 50, 63, 80, 100, 125,
160, 200, 250, 320, 400, 500, 630, 800, 1000,
1250, 1600, 2000, 2500, 3200, 4000, 5000, 6300,
8000, 10000

tau burst (106 year) 50
age burst (106 year) 10

f burst 0.0

bc03 imf 1 (Chabrier)
metallicity 0.004, 0.008, 0.02

nebular logU -2.0
f esc 0.0
f dust 0.0

lines width (kms−1) 1.0

dustatt calzleti E BVs young 0.0, 0.02, 0.04, 0.06, 0.08, 0.1, 0.12, 0.14, 0.16,
0.18, 0.2, 0.22, 0.24, 0.26, 0.28, 0.3, 0.32, 0.34,
0.36, 0.38, 0.4, 0.42, 0.44, 0.46, 0.48, 0.50, 0.52,
0.54, 0.56, 0.58, 0.6, 0.62, 0.64, 0.66, 0.68, 0.7,
0.72, 0.74, 0.76, 0.78, 0.8, 0.82, 0.84, 0.86, 0.88,
0.9, 0.92, 0.94, 0.96, 0.98, 1.0

E BVs old factor 1.0
uv bump amplitude 0.0

powelaw slope 0.0
filters B B90, V B90, FUV

dale2014 alpha 2.0
fracAGN 0.0

redshifting redshift

Notes. The grid of models (fluxes and physical properties) is estimated over all the
possible combinations of parameters, leading to a total of 8969013 models.

Here, we list some secondary parameter setting in our SED fitting.
The statistical analysis, including the best-fit values and the standard deviations,

are computed based on the probability distribution functions (PDFs) implemented
as the pdf analysis module in the fitting.
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Dust emission model is implemented as the dust templates of Dale et al. (2014)
with alpha = 2.0 and fracAGN = 0. As the longest wavelength in our photometric
data is 8µm (IRAC4), dust emission makes almost no effect in our fitting.

3.3 Extracting line fluxes from the best-fit model

The SED fitting described above allows us to derive not only the stellar con-
tinuum levels but also the emission line fluxes of galaxies. However, Terao (2020)
found that the line fluxes in the emission line templates strongly depend on model
assumptions, while the stellar continuum estimated by the SED fitting are more ro-
bust against the model assumptions. This means that the model stellar continuums
are more dependable than the model emission lines.

In order to obtain more reliable emission line fluxes from the best-fit model
and then to select emitters, we need to define a “flux excess” (Fexcess, in units
of 10−19 erg s−1 cm−2) as a difference between the total observed flux and the flux
of stellar continuum from SED in a broad/medium-band filter (bandwidth ∆λ) as
follows:

Fexcess (erg s
−1 cm−2) = fobs ×∆λ−

∫ λ2

λ1

fcont dλ. (10)

where Fexcess represents the total flux of all emission lines in a certain filter and
theoretically to be zero if no emission line falls into the filter, ∆λ = λ2 − λ1 the
bandwidth of the filter, fobs the observed flux density of the filter that the target
emission line is located, and fcont the stellar continuum obtained from the best-fit
SED of each galaxy.

In the CIGALE fitting, each galaxy is provided with a best model.fits file, which
represents the best-fit SED. This file includes grids of wavelength and flux densities
(Fν) at each grid. Model emission lines are already included in Fν in this file, so
emission lines should be excluded elaborately from the best-fit model to obtain the
stellar continuum, otherwise it would be overestimated. For each emission line in
the model, several extra grids with flux densities are added to the stellar continuum
independent of the input lines width, i.e, larger lines width only results in broader
grids on the wavelength. This characteristic leads to a very convenient algorithm
to exclude each emission line. In this algorithm, we first locate the position of the
center grid of the emission line at wavelength (1 + z)λ, then we interpolate the flux
densities of stellar continuum on the surrounding grids instead of the original flux
densities (emission lines + stellar continuum). As mentioned in section 3.2.2, we
change the lines width to 1 km/s in the fitting. The reason for this adjustment is
that not only emission lines at close wavelengths would be blended up but also the
wavelength grids of emission lines and stellar continuum would be blended together.
Both issues would make it difficult for subtracting emission lines to estimate correct
stellar continuum level. Figure 9 gives an example of extracting the model Hα (and
[Nii] doublets) emission line(s). In the left panel, when lines width was set to 1 km/s,
Hα emission lines is added to the continuum with an extra 9 grids (Hα and [Nii] are
separated). The continuum level can be precisely defined because the grids with the
emission line cover a very narrow wavelength range. We interpolate the flux densities
of these grids with those of the stellar continuum and obtain the red solid line which
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clearly indicates the model stellar continuum. In contrast, when lines width was
set to 200 km/s as in the right panel, Hα, [Nii] doublets and stellar continuum
are blended together in wide wavelength range. When we apply our algorithm to
remove emission lines on this model, a residual is left as red solid line which will
lead to an overestimate of stellar continuum and an underestimate of flux excess
simultaneously. Therefore, we adopt the parameter setting of lines width = 1km/s
in our fitting because we can obtain a correct stellar continuum as shown in Figure
10.
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Figure 9. Example of a case of excluding emission line(s) from the best-fit model. In both
panels, grey solid line indicates the best-fit model. Grids of wavelengths and corresponding flux
densities are shown with open circles. Red solid line is the derived stellar continuum level by our
algorithm. Left: The best-fit model with lines width = 1km/s. Right: The best-fit model with
lines width = 200 km/s.

In this thesis, we have extracted the Hα emission line from the flux excess in the
Ks filter, the [Oiii] emission line from the flux excess in the Hs or Hl filter and the
[Oii] emission line from the flux excess in the J2 or J3 filter of galaxies at z ∼ 2.3
(see also in Figure 3).

However, as mentioned in section 1.3.3, several emission lines may drop into
the same broad/medium-band filter simultaneously because of the large bandwidth.
Isolating close emission lines is not realizable with only the BB/MB data, so we need
to put either of the following assumptions to separate them. One assumption is to
define a ratio of the target emission line to the total strengths of all the emission
lines in the same filter (rEL), defined as:

FEL (erg s
−1 cm−2) = rEL × Fexcess. (11)

Here, FEL is the derived observed emission line fluxes and Fexcess is the flux excesses
from Equation (10).

In the Ks filter, the main contaminants are [Nii]λλ6548, 84 and [Sii]λλ6717, 31.
The common solution is to assume a constant contamination fraction based on
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Figure 10. The best-fit model of a galaxy at z ≃ 2.1 with lines width = 1km/s. Grey solid line
indicates the result from the best-fit model (before subtracting emission lines), while red solid line
shows the stellar continuum after excluding emission lines. We also display the observed fluxes
and bandwidth of the J2, J3, Hs, Hl, and Ks filter. Hα line causes a boost in the observed flux of
the Ks filter, [Oiii] line in the Hs filter and [Oii] in the J2 filter. On the other hand, the fluxes of
the J3 and Hl filters are close to the stellar continuum.

average values in the local universe, but it is likely insufficient for describing galax-
ies at high redshift (Topping et al. 2021). Therefore, we refer to the MOSDEF
Emission-Line Catalog (Kriek et al. 2015) to estimate a typical emission-line ratios
at 2.0 < z < 2.6. First, we remove galaxies with non-detection of [Nii], [Sii] and
[Nii]λ6584 /Hα > 0.5. The last criterion is introduced because such strong [Nii]
emission is not likely to be emitted by star formation and to exclude possible AGN
hosts (BPT diagram; Kauffmann et al. 2003). This selection yields a sample of 453
objects. From this sample, we obtain the line ratios, Hα/(Hα+[Nii]+[Sii]) and take
their average to obtain 0.67±0.10. Finally, we keep one significant digits and define
rHα = 0.7.

In J2/J3 filter, [Neiii]λλ3870, 3969 and Balmer lines such as Hε λ3970 contami-
nate [Oii]. We estimate rOII in the same manner. Although the MOSDEF catalog
contains only [Oii] and [Neiii] and no weaker Balmer lines shorter than Hδ λ4103,
we assume [Neiii] as the main contaminant and remove galaxies with non-detection
of [Nii], [Oii], [Neiii] and [Nii]λ6584 /Hα > 0.5. This criterion leads to a sample
of 270 objects and the average line ratio, [Oii]/([Oii]+[Neiii]), from this sample is
0.71± 0.14. Likewise, we define rOII = 0.7.

After comparing with the spectroscopic observed flux from the MOSDEF catalog
(in section 3.5.2), we find the ratios of rHα = 0.7 and rOII = 0.7 leads to no bias in
the derived emission line fluxes by our method.

For [Oiii] emission lines in theHs/Hl filter, we assume that the total flux excesses
are only contaminated by Hβ. Because the ZFOURGE Ks-band data are very deep
and the flux errors are relatively small, the derived Hα fluxes are relatively credible.
So, we assume a Case-B recombination with Te = 10, 000K and ne = 100 cm−3, and
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derive the intrinsic Hβ fluxes from the intrinsic Hα fluxes as,

FHβ,int =
FHα,int

2.86
. (12)

Here, FHα,int are corrected for dust extinction by AHα (see section 3.6 for the deriva-
tion of AHα). After deriving FHβ,int by Equation (12), we apply the dust extinction
of Hβ (AHβ) through the same attenuation curve as AHα and obtain the observed
Hβ fluxes, FHβ,obs. Finally FHβ,obs is subtracted from the total flux excesses to get
the [Oiii] emission line fluxes.

In conclusion, if flux excesses in the three filters are available, we can obtain the
observed emission line fluxes of Hα, [Oiii], and [Oii] as follows,

FHα,obs = (1− 0.3)× Fexcess,Ks ,

F[OIII],obs = Fexcess,Hs/Hl
− FHβ = Fexcess,Hs/Hl

− FHα,obs · 10AHα

2.86 · 10AHβ
,

F[OII],obs = (1− 0.3)× Fexcess,J2/J3 .

(13)

Thanks to the deep data from the ZFOURGE catalog, it is possible to carry on
multi-emission-line analysis on galaxies.

3.4 Hα emitters selection and Hα fraction

We select candidates of Hα emitters by requiring the flux excesses in theKs-band
to be twice larger than its photometric errors (> 2σ), that is,

Fexcess,Ks > 2×∆fKs ×∆λ. (14)

Also, in section 3.1, we select our parent sample from a redshift range of 2.0 < z <
2.6. But at the boundary of this redshift range, we may not acquire a completed
sample of Hα emitters because of the uncertainties in the photometric redshift and
the real shape of the filter. Figure 11 indicates the Hα fraction (the number of
HAEs to the number of all galaxies) of ZFOURGE field from z = 2.0 to z = 2.6
with steps of 0.025. The peak of the Hα fraction in each redshift bin in our survey
are ∼ 0.5. In order to obtain a clear sample of emitters and exclude contamination
outside the filter, we cut off the redshift bin whose Hα fraction are lower than half
of the peak value (0.25). Finally, we adopt the redshift range at 2.05 < z < 2.5 for
further scientific discussion.

These two selection criteria yield a sample of 1815 Hα emitters (649, 574, 592 in
CDFS, COSMOS, UDS respectively) at zmed = 2.25.

Furthermore, we derive the [Oii] and [Oiii] emission line fluxes of these HAEs
from the flux excesses in the medium J/H-band. We follow the flux excess criterion
of 2σ when extracting line fluxes of these two lines. A detailed information of HAEs
with [Oii] and [Oiii] emission lines will be listed in section 3.6.

The bottom three panels of Figure 11 indicate the Hα fraction of ZFOURGE-
CDFS, COSMOS, and UDS field. In the COSMOS field, we find that the total
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number of HAEs at z ≃ 2.1 is much larger than other redshift bin, which confirm
the existence of the COSMOS cluster at z = 2.095, first discovered by Spitler et al.
(2012). This suggests that we can compare a large number of HAEs in clustered or
field environments from our sample and may be able to answer an open question
whether the star formation activities in dense environments are enhanced or sup-
pressed relative to the field at high redshift (e.g., Elbaz et al. 2007; Koyama et al.
2013; Zeimann et al. 2013; Tran et al. 2017).
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Figure 11. Top: Redshift distributions of all the 4761 galaxies at 2.0 < z < 2.6 from the parent
sample. Galaxies are separated into histograms in redshift bins with steps of 0.025. Magenta and
grey histograms indicate the total number of HAEs and all galaxies in each bin, respectively. Green
solid line represents the Hα fraction in each bin, while black dashed line is the cutoff Hα fraction
set as 0.25. The transmission curve of the Fourstar Ks filter are shown as grey dashed-dotted line
with wavelength transferred to the redshift of Hα emission lines. Bottom: Same as top panel,
separated by each ZFOURGE field: CDFS, COSMOS, and UDS field from left to right.
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3.5 Reliability of Line Fluxes from SED fitting

In this section, we try to confirm the reliability of emission line fluxes derived
by the flux excesses utilizing CIGALE fitting in two ways. First is a monte-carlo
simluation in which we generate a large number of mock galaxy SEDs with known
Hα fluxes and perform SED fitting on them. Then a comparison was made between
the input and output. The second is to compare the observed Hα, [Oiii] and [Oii]
fluxes derived by our method with those obtained from the spectroscopic MOSDEF
Emission-Line Catalog.

3.5.1 SED fitting simulation on mock galaxies

In this test, a simulation was performed on mock galaxy SEDs generated by the
CIGALE model. We compare the input Hα fluxes with the output Hα fluxes to
verify whether the input and output match. An overview of the method is given in
Figure 12.

In the first step, we select 248 galaxy SEDs from the best-fit results of the
ZFOURGE-COSMOS catalog. These selected galaxy SEDs have a model Ks flux
excesses twice larger than the observed errors (> 2σ). During this step, the input
Hα fluxes (FHα,in) are defined as the model Hα emission line strengths (as the left
panel of Figure 9). We subtract the model stellar continuum from the total flux
densities to get the value of the input Hα fluxes.

In the second step, we add a random error on the flux of each filter for each
galaxy SED. The random error follows a Gaussian distribution with the standard
deviation equals to the observed flux error. This process is repeated 1000 times
for each selected galaxy SED. For each galaxy SED, the Gaussian distribution of
the randomized Ks fluxes is recovered to Hα fluxes, obtaining a so-called “input
fluctuation” (σHα,in), expressed as σHα,in = rHα × σKs × ∆λKs , where σKs is the
standard deviation of the 1000 Ks fluxes with random errors added, i.e, the observed
flux error, ∆λKs the bandwidth of Ks filter, and rHα equals to 0.7 from section 3.3.
We repeat this for all 248 galaxy SEDs and get 248 input fluctuations corresponding
to each input Hα flux during this step.

In the third step, we run the CIGALE fitting on these 1000 mock galaxies with
the same parameter setting as Table 2 and obtain the best-fit models for each mock
galaxies. Then, we derive the mock Hα flux of each galaxy by the same method
as mentioned in section 3.3. After that, the output Hα flux (FHα,out) is taken as
the median of the 1000 mock Hα fluxes from the SED fitting, and the output Hα
flux uncertainty (σHα,out) is defined as the standard deviation of the 1000 mock Hα
fluxes. We repeated the third step to the rest of the 247 galaxy SEDs, and finally
obtain 248 output Hα fluxes and corresponding output Hα flux uncertainties.

Figure 12 indicates a flow chart of this simulation. The three consecutive steps
above follow the black solid arrows, while the calculations of FHα,in, σHα,in are fol-
lowing the orange dashed arrows during respective steps. After obtaining the input
(FHα,in, σHα,in) and output (FHα,out, σHα,out) of each galaxy SED, we try to compare
them individually and statistically, respectively.

We show the SED fitting result of 1000 mock galaxies from an individual ob-
served galaxy SED in Figure 13. The input and output of the simulation are placed
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Figure 12. The flow chart of the SED fitting simulation on mock galaxies. It can be split into
3 consecutive steps mentioned in the main text. The parallel computations during the step are
pointed with orange dashed lines.

Figure 13. The simulation and SED fitting result of 1000 mock galaxies from one model fitted to
an observed galaxy SED (ID: 20415). Top-left: Blue dashed line indicates FHα,in from the observed
galaxy SED and red dotted line is the Gaussian distribution of the randomized Ks fluxes, being
recovered to Hα fluxes. The mock Hα fluxes of the 1000 mock galaxies are distributed as the
grey histograms, while black dotted line represent FHα,out. Top-right: Distribution of the output
stellar mass of these 1000 mock galaxies derived from the CIGALE fitting. The stellar mass of
the observed galaxy SED is indicated as blue dashed line. Bottom: Distribution of age main and
tau main of these 1000 mock galaxies derived from the CIGALE fitting.
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on the top-left panel, while the distribution of the derived stellar mass of each
mock galaxies are presented on the top-right panel. The stellar population age
(age main) and e-folding time (tau main) of the mock galaxies from the simulated
galaxy SEDs are placed on the bottom panels. It is interesting that the Hα fluxes
and the stellar masses from the simulated galaxy SEDs show a bimodal distribu-
tion. The reason for this bimodal distribution is possibly that the simulated galaxy
SEDs appear to favour two different galaxy types. This may reflect an underlying
degeneracy between these galaxy types when the data is noisy. When inspecting
the e-folding time distribution, more than half of the mock galaxies degenerate to
a template with tau main = 10000Myr and the other half degenerate to a template
with tau main = 10Myr. The difference in the SFH leads to a bimodal distribution
of the Hα fluxes and stellar masses. Such phenomenon results in larger output Hα
flux uncertainties and changes in output Hα fluxes. While, such phenomenon is
uncommon and do not lead to a large statistical bias. In Appendix D, we also listed
some general examples of individual observed galaxy SEDs.

Statistically, we obtain 248 sets of input/output that contain FHα,in, σHα,in,
FHα,out, σHα,out. First, we make a comparison between the input and output Hα
flux and flux residual (i.e., ∆FHα = (FHα,out − FHα,in)/FHα,in) from each observed
galaxy SED in Figure 14. The residuals shows that 90% of our sample (224/248)
have a change of Hα flux less than 10% and the maximum relative change are within
30%. This result implies that our method can reproduce the input Hα to within
10%. Figure 15 shows ∆FHα plotted as a function of stellar mass and signal-to-noise
(S/N) in the flux excess of Ks (i.e., S/N = Fexcess,Ks/(∆fKs ·∆λ)). Here, we find no
dependence on the stellar mass, while there is a clear dependence on the S/N that
objects with larger S/N can reproduce the Hα flux much better than others. The
outliers (|∆FHα| > 0.2) usually have a S/N smaller than 5.

Secondly, we also focus on the difference between the input fluctuation and out-
put flux uncertainty (i.e., ∆σHα = σHα,out−σHα,in). ∆σHα, to some extent, indicates
the stability of the SED fitting. In the top-left panel of Figure 13, the red dotted
line represents the recovered Hα fluxes from the Gaussian noise added on Ks fil-
ter, and symbolizes the input fluctuation. While, from the grey histogram, we find
that degeneracy to other galaxy types during the SED fitting would broaden the
distribution and increase the output flux uncertainties. In comparsion, Figure D.1
in Appendix D presents a sample that such degeneracy is barely happening during
fitting. A similar distribution of red dotted line and grey histogram is found there.

Figure 16 gives a similar plot that ∆σHα as a function of stellar mass and S/N in
the flux excess of Ks. Here, we find an obvious correlation between ∆σHα and the
stellar mass, that high-mass galaxies have much larger ∆σHα. A possible explanation
is that galaxies with higher stellar mass possesses a much complicated star-formation
history, since they are older than the low-mass galaxies. This leads to a higher
possibility of degeneracy to other templates instead of the template for the best-fit
model. On the other hand, the correlations between the changes of flux deviations
and S/N in Ks filter are not clear for our sample.

In conclusion, we show that the CIGALE fitting is capable of deriving the correct
Hα flux from the flux excesses in Ks filter since the relative change is smaller than
10% for most of the input models.
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Figure 14. The 248 sets of the relative change of the Hα flux, ∆FHα are separated into the
histogram with steps of 0.02 from -0.3 (30%) to 0.3 (30%). Most of the fitting results are focuses
within the region of -0.1 to 0.1, which means that the changes of Hα flux are less than 10%.
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Figure 15. ∆FHα and its physical dependence on the stellar mass (left) and signal to noise (right).
Right: Since the input model have a criterion of S/N > 2, the minimum value of the x-axis is 2.

7.5 8.0 8.5 9.0 9.5 10.0 10.5 11.0 11.5
log(M * /M⊙⊙

0

50

100

150

200

σ H
α,

ou
t
−
σ H

α,
in

2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5
S/N (Ks)

0

50

100

150

200

σ H
α,

ou
t
−
σ H

α,
in

Figure 16. ∆σHα and its physical dependence on the stellar mass (left) and signal to noise (right).
Right: Since the input model have a criterion of S/N > 2, the minimum value of the x-axis is 2.
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3.5.2 Flux comparisons with spectroscopic data

Here, we compare the observed Hα, [Oiii] and [Oii] fluxes derived by our method
(Fphot) with the observed flux from the MOSDEF Emission-Line Catalog (F spec,
Kriek et al. 2015). A total of 122 galaxies at 2.05 < z < 2.5 in ZFOURGE-COSMOS
field have been observed in the MOSDEF survey by cross-matching within < 0.′′5.
Among them, 90 objects are classified as Hα emitters by our method that the flux
excesses in the Ks are 2 σ larger than photometric errors. Figure 17 shows the
the spatial distribution of these 122 galaxies and 90 HAEs with a special marker.
Moreover, we separate these galaxies into histograms according to their spectroscopic
Hα flux in the left panel. It is found that all galaxies with spectroscopic Hα fluxes
larger than 10−16 erg s−1 cm−2 are classified as HAEs by our method, while the
non-detected galaxies have relatively low spectroscopic Hα fluxes. This finding, in
another aspect, proves the robustness of our method to identify and reproduce most
of the galaxy with strong emission lines.
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Figure 17. Spatial distribution of cross-matched MOSDEF objects in the ZFOURGE-COSMOS
field. Galaxies being classified as Hα emitters are marked as magenta triangles, while other objects
are marked as grey circles. Galaxies are separated into histograms on the left corner according
to their observed Hα fluxes from the MOSDEF catalog with steps of 0.25× (10−16 erg s−1 cm−2).
Among the 90 HAEs, 4 of them have an AGN host, marked as stars.

In the next step, we try to compare the observed emission line fluxes of these 86
HAEs (4 AGN have been excluded as in Figure 17). Figure 18 shows a comparison
of the Hα fluxes between our method and the MOSDEF catalog. We find that 66/86
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(77%) of the Hα emitters have consistent values within a factor of 2, and 80/86 (93%)
within a factor of 3. Moreover, the median scatter around the one-to-one relation is
Fphot/Fspec = 1.052, which implies that the flux from SED is 5% larger than the flux
from MOSDEF. The former finding indicates that the Hα fluxes derived from the
flux excesses between the observed flux and the flux of stellar continuum from SED
are robust. The latter finding indicates that the supposed rHα = 0.7 (see section
3.3) is dependable and cause almost no bias (only 5%) on the comparison.

The color gradient of individual galaxies corresponds to their stellar masses are
added in the figure. These 86 HAEs have a median stellar mass of log(M∗/M⊙)med =
9.8. From the one-to-one relation, there are 6 outliers which have 3 times larger
SED-derived Hα fluxes than those from spectroscopy. It is found that these outliers
possess larger stellar masses (log(M∗/M⊙)med = 10.6) than others. A possible expla-
nation is that the assumed ionization parameter of log U = −2 seems too large for
galaxies with large stellar mass, leads to an overestimate of emission line strengths
in the SED fitting. Another explanation is that galaxies with larger stellar mass
are more sensitive to various templates from SED as was shown in the left panel of
Figure 16 since they are older and usually have more complicated SFH.

When comparing [Oiii] and [Oii] emission line fluxes of the 86 HAEs, we need
to make a further selection that the [Oiii] ([Oii]) flux should be detected in both
methods: they must have a > 2σ flux excess from our method as well as a positive
value in the MOSDEF catalog. The additional selection criterion leads to 56 (54)
counterparts in [Oiii] ([Oii]). The one-to-one relation of the [Oiii] ([Oii]) fluxes
between our method and the MOSDEF catalog are exhibited on the left (right)
panel of Figure 19.

For the HAEs with [Oiii] detection, we find that 38/42 (90%) of the [Oiii] fluxes
have consistent values within a factor of 2, and 40/42 (95%) within a factor of 3.
The median scatter around the one-to-one relation of [Oiii] is Fphot/Fspec = 0.940,
which implies that the flux from SED is 6% smaller than the flux from MOSDEF.
It could be concluded that the [Oiii] fluxes derived from the flux excesses with the
exclusion of the contamination from Hβ are robust.

Meanwhile, there are 28/40 (70%) of the [Oii] fluxes have consistent values within
a factor of 2, and 36/40 (90%) within a factor of 3. The median scatter of [Oii] is
Fphot/Fspec = 0.951, which implies that the flux from SED is 5% smaller than the flux
from MOSDEF. Because [Oii] emission lines are often weaker than [Oiii] emission
lines in SFGs, the flux errors of [Oii] from the MOSDEF catalog are larger than those
of [Oiii]. This may result in a more scattered one-to-one relation in the right panel.
However, we can still conclude that the SED-derived [Oii] fluxes are dependable and
the assumption of rOII = 0.7 results in little bias on the comparison.

Similarly, when we are checking the outliers which have 3 times larger SED-
dervied [Oiii] or [Oii] fluxes than those from spectroscopy survey, it is also found
that these outliers are much more massive than others. The possible explanations
are already stated above.

Finally, we conclude that there is no significant systematic error when deriving
the Hα, [Oiii], [Oii] fluxes by our method and the SED-derived fluxes have very
good agreement with those from spectroscopic survey. It suggests the emission line
fluxes estimated by the flux excesses are robust.
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3.6 The ZFOURGE HAEs catalog

We provide an Hα emitters catalog for the three ZFOURGE field. The total
number of HAEs is 1815 with redshift at 2.05 < z < 2.5 (see section 3.4). The
catalog contains the coordinates, observed emission line fluxes, flux uncertainties and
SED derived properties such as stellar mass, dust attenuation. Individual sources
are indicated by their ID, which is identical to the ZFOURGE catalog. A description
of the columns is given in Table 3.

Table 3. Explanation of the HAEs catalog header

Column Header Explanation

1 id ZFOURGE ID number
2 Field Field name (CDFS, COSMOS, UDS)
3 ra, dec right ascension, declination (J2000) same as ZFOURGE
4 redshift zphot from EAZY; if zspec exists, set as zspec
5 f Ha obs Hα emission line flux (10−19 erg s−1 cm−2)
6 f Ha obs err 1σ dispersion in emission line flux of Hα
7 LHa obs Observed Hα emission line luminosity (erg s−1)
8 LHa obs err 1σ dispersion in observed Hα emission line luminosity
9 A Ha Dust extinction of Hα emission line (mag)
10-14 Same as columns 9-14 for [Oiii] emission line
14-19 Same as columns 9-14 for [Oii] emission line
20 A V Dust extinction of stellar continuum at ≃ 0.55µm (mag)
21 age Stellar population age (Myr)
22 tau The e-folding time of the main stellar population (Myr)
23 sfr Ha Star formation rate from the intrinsic Hα luminosity

24 agn
Sources that match Cowley et al. (2016) AGN

catalog are set to 1

Here, the observed luminosity of Hα emission line is calculated from the SED-
derived Hα flux (f Ha obs in the catalog) as follows, same for other emission lines,

LHα,obs (erg s
−1) = FHα,obs × 4πD2

L, (15)

where DL is the luminosity distance corresponding to the redshift of each galaxy.
The SED fitting gives the color excess of the stellar continuumm, E(B−V )star, of

each galaxy. The A V in the catalog is obtained from the Calzetti curve (RV = 4.05;
Calzetti et al. 2000) as Equation (4). On the other hand, accounting for the fact
that the amount of dust attenuation for the emission lines are different from that
for the stellar continuum (see section 3.2.3), we adopt the Galactic extinction curve
(RV = 3.1; Cardelli et al. 1989) for the emission lines, but parametrize the amplitude
of color excess by a factor of f = 0.44 + 0.2z (Saito et al. 2020) as Equation (9).
Follow these rule, we obtain the dust extinction of Hα, [Oiii] and [Oii], respectively
and have the median dust extinction of Hα at AHα,med = 0.43mag.

Using the A Ha, we can derive the intrinsic Hα luminosity (Hα luminosity cor-
rected for the dust attenuation) as,

LHα,int (erg s
−1) = LHα,obs × 10AHα . (16)
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Finally, the star formation rate can be converted from the intrinsic Hα luminosity
using the calibration of Kennicutt (1998) with a correction to the Chabrier (2003)
IMF. Since low-mass stars do not contribute significantly to the Hα luminosity,
only the mass-to-light ratio is changed when the Chabrier (2003) IMF is adopted
instead of the Salpeter (1955) IMF. This leads to a decrease in SFR by a factor of
1.7 (Pozzetti et al. 2007) because of there are fewer low-mass stars created. The
expression are as follows,

SFR(Hα) (M⊙ yr−1) =
7.9× 10−42

1.7
× LHα,int (erg s

−1). (17)

In addition, the age and tau in the catalog are both obtained from the SED
fitting. The agn are matched the catalog of X-ray-selected, IR-selected, and radio-
selected AGN hosts from Cowley et al. (2016). Among the 1815 HAEs in our
catalog, 35 of them contain AGN hosts. After excluding them, we finally have a
sample of 1780 Hα emitters at zmed = 2.25 with stellar masses spanning the range
log(M∗/M⊙) = 7.3− 11.5 and SFRs ranging from 1.0 to 440 M⊙ yr−1. The median
stellar mass and SFR(Hα) of the sample is log(M∗/M⊙)med = 9.3 and 8.6 M⊙ yr−1,
respectively.
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4 PHYSICAL PROPERTIES OF Hα EMITTERS

In this section, we try to figure out various physical properties of the 1780 HAEs
included in our catalog, especially focus on the low-mass HAEs which haven’t clearly
studied before.

4.1 Hα luminosity function

In order to derive the luminosity function of the HAEs, we first calculate the
volume and number density of our survey. Considering the redshift range 2.05 <
z < 2.5 and the total coverage of ZFOURGE survey (see section 2.1), we obtain
that our Hα survey probes a (comoving) volume of ∆V = 6.8 × 105Mpc3. Then
number density in each luminosity bin is calculated as follows,

ϕ∗ (log(Lc)) =
1

∆(logL)

∑
|log Li

Lc
|<∆(logL)

2

1

∆V
, (18)

where log(Lc) is the central luminosity in each bin, ∆(logL) is the step of each
bin and log(Li) is the Hα luminosity of each galaxy in log10 space. In this work,
we set the bin width ∆(logL) = 0.25 and log(Lc) start from 42.0 to 44.0. Terao
(2020) calculated the Hα completeness of the ZFOURGE survey that more than
95% completeness is obtained for galaxies with LHα > 1042.25 erg s−1, where the
Hα luminosity is corrected for attenuation by dust. We adopt this estimation of
Hα completeness and exclude the lowest luminosity bin when fitting the luminosity
function.

Based on these prerequisites, we can determine the best-fit Hα luminosity func-
tion of our HAEs at zmed = 2.25. The luminosity function are fitted with Schechter
functions (Schechter 1976), defined by three parameters, α, ϕ∗ and L∗. In the log10
space, the Schechter function is given by,

ϕ(L) dL = ln 10 ϕ∗
(
L

L∗

)α

e−(L/L∗)

(
L

L∗

)
dlogL, (19)

where ϕ∗ is the normalization density, L∗ is a characteristic galaxy luminosity where
the power law form of the function cuts off, and α is the power law slope at low
luminosity. The Schechter functions are fitted to each bin of log(Lc) except the first
one, and the best fits for the Hα luminosity function are presented in Figure 20 and
Table 4.

In Figure 20, we provide two best-fit curve (solid line) with different colors. One
is the result if AGNs is included and and the other excluded. It is found that AGNs
leads to obvious contamination in our work, which contribute to ∼ 14% of the total
Hα luminosity and cause an excess at the bright end of the luminosity function.

After excluding AGNs, we also add two former studies for comparison. Sobral
et al. (2013) derive the Hα luminosity function from star-forming galaxies in the
High-redshift(Z) Emission Line Survey (HiZELS, A narrow-band imaging survey;
Geach et al. 2008; Sobral et al. 2009). The other study, Terao (2020), makes use of
the ZFOURGE data and calculate the flux excess in the Ks filter using the same
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Figure 20. The Hα luminosity function of our sample. The orange dots and curve illustrates
the best-fit luminosity function when including the AGNs, while the blue dots and curve gives the
result of 1780 HAEs when removing the AGNs. The best-fit curve from Sobral et al. (2013) and
Terao (2020) are also included for comparison, which are shown by the black dashed-dotted curve
and the black dashed curve, respectively. On the other hand, the best-fit luminosity function when
assuming a same AHα = 1mag for all our HAEs are presented as the grey curve. The parameters
of the Schechter function for each best-fit curve with are summarized in Table 4.

method as ours, but by a different SED fitting code, FAST (Kriek et al. 2009). It
is interesting that the bright end of the Hα luminosity function from our work (the
blue solid line) falls in between the former two works. One explanation is that,
though we use the same method of deriving Hα fluxes as Terao (2020), FAST often
produce a lower stellar continuum than CIGALE and may lead to an overestimate
of Hα fluxes. This will result in an excess at the bright end. A comparison between
CIGALE and FAST are given in Appendix C.

Another factor which causes the difference at the bright end of the luminosity
function may be the treatment of the dust attenuation, as discussed in Terao (2020).
Sobral et al. (2013) have assumed AHα = 1mag for all the galaxies and this assump-
tion may lead to an underestimate of the intrinsic Hα luminosity of the brightest
HAEs, which usually have AHα > 1mag from our SED-derived dust correction. The
grey solid line in Figure 20 indicates the best-fit Schechter function if we employ the
same assumption of AHα = 1mag as Sobral et al. (2013) to our sample. It is found
that the excess is reduced at bright end, while an overestimate of number density
is appeared in the intermediate region. On the other hand, Terao (2020) corrected
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dust extinction by using a relation between AV derived from the infrared excess
(IRX) and the SED fitting. Then, AV is converted to AHα by using the Calzetti
curve again. The difference between the dust correction methods in Terao (2020)
and our work may also lead to the discrepancy of the Hα luminosity function.

Table 4. The best-fit parameters of Hα luminosity functions at z ∼ 2.3

logL∗
Hα

(erg s−1)
log ϕ∗

Hα

(Mpc−3)
α

log ρLHα

(erg s−1Mpc−3)

This work (with AGN) 43.52 -3.58 -1.85 –

This work (w/o AGN) 43.22+0.03
−0.03 −3.13+0.06

−0.08 −1.69+0.06
−0.06 40.54+0.11

−0.18

This work (AHα = 1) 42.99 -2.59 -1.33 –

Sobral et al. (2013) 42.87 -2.78 -1.59 40.43

Terao (2020) 43.50 -3.30 -1.61 40.55

Notes. The cosmic Hα luminosity density, log ρLHα, is integrated from LHα = 0
to 1045 erg s−1. We do not display the cosmic star formation rate density here, since
various IMF lead to different calibration.

Finally, we integrate our Hα luminosity function from the faint end to the bright
end with a range of LHα = 0 − 1045 erg s−1, and obtain the cosmic Hα luminosity
density at zmed = 2.25 to be log ρLHα(erg s

−1Mpc−3) = 40.54+0.11
−0.18. Assuming a

Salpeter IMF (Salpeter 1955) as used in Madau & Dickinson (2014), the cosmic Hα
luminosity density is translated to the cosmic star formation density (CSFRD) of
logψ(M⊙ yr−1Mpc−3) = −0.56+0.11

−0.18 as in Figure 21. This results agrees well with
the literature based on Hα observations (e.g, Sobral et al. 2013; Terao 2020). It is
clear that we obtain an almost identical result as Terao (2020) because both studies
select the same sky field and method of selecting HAEs, though SED-fitting codes
and treatments of dust correction are different. However, the result is larger than
most compiled UV & IR data (e.g, Cucciati et al. 2012; Gruppioni et al. 2013), and
the best-fit CSFRD curve by a factor of 2 (∼ 0.3 dex) from Madau & Dickinson
(2014).

Both the bright end (constrained by L∗) and the faint end (constrained by α)
of the luminosity function contribute a lot in the cosmic Hα luminosity density.
For example, Sobral et al. (2013) made a truncation at LHα,int ≃ 1041.6 erg s−1 (the
observed luminosity limit of HiZELS survey), and the faint end contribute to about
1/3 of the total Hα luminosity. Because of the observation limit, the faint end
of the Hα luminosity function at z > 2 is still unclear, and is usually obtained
from the extrapolation of the best-fit Schechter function of those brighter objects.
The uncertainty on the faint end of the Hα luminosity function may leads to a
discrepancy of the CSFRD.

On the other hand, the coverage and total volume of the ZFOURGE survey is
much smaller than other wide-field-surveys, such as HiZELS, HSC-SSP. This may
result in a large uncertainty on the normalization density ϕ∗ in the luminosity func-
tion. Hayes et al. (2010) fitted the Hα luminosity function in GOODS-S field and
obtain a set of Schechter parameters with similar L∗ and α, but smaller ϕ∗ than our
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work. It is reasonable to deduce that the difference in CSFRD is caused by the bias
of survey volume that the ZFOURGE field may possess a larger number of brighter
Hα emitters and leads to an excess in the CSFRD.
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Figure 21. The cosmic star formation rate density (CSFRD) after excluding AGN are marked as
blue star. The Hα-derived CSFRD from Sobral et al. (2013) and Terao (2020) are shown as green
squares and red square for comparison, respectively. Black solid line is the evolution of the CSFRD
from Madau & Dickinson (2014). The light blue and coral circles represent a part of UV & IR
results from literature (e.g, Cucciati et al. 2012; Gruppioni et al. 2013), summarized in Madau &
Dickinson (2014).

4.2 Star formation rate and Star formation main sequence

The correlation between stellar mass (M∗) and SFR of galaxies has been studied
intensively since Brinchmann et al. (2004). It is found that star formation galaxies,
including HAEs, usually hold a correlation between M∗ and SFR, called the “star
formation main sequence” (SFMS) at least up to z ∼ 3. In Figure 22, we show this
correlation between SFR(Hα) and stellar mass for the 1780 HAEs in our catalog.
The larger circles represent the median SFR(Hα) in seven mass bins (the first bin
is log(M∗/M⊙) < 8.0, the last bin is log(M∗/M⊙) > 10.5 and the rest are divided
by 0.5 dex widths).

From Straatman et al. (2016), the ZFOURGE survey have an 80% mass com-
pleteness of log(M∗/M⊙) ∼ 9 at z ∼ 2 and log(M∗/M⊙) ∼ 9.5 at z ∼ 4. Since
the median redshift of our HAEs is zmed = 2.25, and we want to have a slightly
higher completeness to avoid missing too much emitters with relatively low equiva-
lent widths, we take the completeness limit of the stellar mass as log(M∗/M⊙) = 9.2.
On the other hand, Whitaker et al. (2014) suggests that galaxies with log(M∗/M⊙) <
10.2 evolve in a different SFMS whose slope is consistently steeper than the high-
mass slopes because the SMBH feedback may be contributing to the quenching of
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star formation in these massive systems (The negative feedback; e.g., Fabian 2012;
Kormendy & Ho 2013). Therefore, to avoid any biases, we limited the fitting of
SFMS to those with stellar mass 9.2 < log(M∗/M⊙) < 10.2. Although the stellar
mass range is limited, we still have 753 galaxies with 9.2 < log(M∗/M⊙) < 10.2 ap-
plied to the fitting. Finally, the linear regression fitting gives us a relation presented
in Table 5 and blue solid line in Figure 22.
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Figure 22. The star formation main sequence of HAEs at zmed = 2.25 in the ZFOURGE field.
Grey dots show the HAEs in our catalog ∆MS < 0.6 dex, while cyan points are starburst HAEs
with ∆MS > 0.6 dex. Red squares are stacks in seven mass bins, while the error bars on them
represent the standard deviation in each mass bin. Blue solid line is the best linear fit to the
galaxies with 9.2 < log(M∗/M⊙) < 10.2. The best-fit SFMS from Whitaker et al. (2014), Speagle
et al. (2014) and Shivaei et al. (2015) are also shown with dotted, dashed, and dot-dashed lines,
respectively. AGNs are marked as green stars for comparison, though they are excluded from the
fitting of SFMS.

In Figure 22, we plot additional three SFMS lines from literature as references.
Speagle et al. (2014) determined the redshift-evolution SFMS using a compilation of
25 studies, Whitaker et al. (2014) combined the ultraviolet (UV) and infrared (IR)
data to derive the SFMS at 2.05 < z < 2.5, and Shivaei et al. (2015) obtained the
SFMS from HAEs in the MOSDEF survey. It is found that the slope of our study is
shallower than those of Speagle et al. (2014) and Whitaker et al. (2014) but steeper
than Shivaei et al. (2015). Several factors may influence the slope of the SFMS
including sample bias and dust correction. Firstly, the MOSDEF survey may have
a sample selection bias that lacks dusty star-forming galaxies, which may result in
the steeper slope. In contrast, the other surveys including our study, possess much
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larger samples and do not suffer from selection bias. Secondly, dust correction in
Speagle et al. (2014), Shivaei et al. (2015) and our study are different from one
another. Whitaker et al. (2014) estimated the total SFR as the sum of UV and IR
based SFRs, while Shivaei et al. (2015) corrected Hα emission line using the nebular
color excess computed from the Balmer decrement. On the other hand, our study
transfer the SED-derived E(B − V )star to E(B − V )neb by a factor of f , and adopt
the Galactic extinction curve for emission line correction. In Appendix E, we present
the SFMS of various dust attenuation recipes used in SED fitting. It is found that,
dust correction leads to a remarkable difference on the slope of SFMS. Also, Shivaei
et al. (2015) found a slope of SFMS close to unity if correcting the Hα emission
line with the SED-derived E(B − V )star × 2.27 with the assumption of the Calzetti
curve. Although the dust correction leads to a shallower slope in our study, the
discrepancies between our study and Whitaker et al. (2014) is not large. Therefore,
it can still be concluded that our study have a good agreement with former studies
and there is no obvious systematic errors on the SFMS obtained from SFR(Hα) of
the HAEs with 9.2 < log(M∗/M⊙) < 10.2.

In this work, we also derive the SFR(UV) of galaxies from the attenuation cor-
rected rest-frame FUV (1500Å) luminosities (L1500). We adopt the Calzetti curve
(RV = 4.05; Calzetti et al. 2000) and the SED-derived color excess, E(B − V )star,
for the dust correction at 1500Å. L1500 is expressed as follow,

L1500 (erg s
−1) = νfν,1500 ·

4πD2
L

(1 + z)
· 100.4A1500 . (20)

where fν,1500 is the flux density of the closest grids to rest-frame 1500Å from the
CIGALE best-fit model for each galaxy and DL is the luminosity distance corre-
sponding to the redshift of each galaxy. The luminosities were then converted to
SFRs using the calibration by Theios et al. (2019),

SFR(UV) (M⊙ yr−1) = 3.46× 10−44 × L1500 (erg s
−1). (21)

We also obtain the SFMS using SFR(UV) of our HAEs with stellar mass 9.2 <
log(M∗/M⊙) < 10.2. The relation is also presented in Table 5. We obtain nearly
the same slope as (but slightly steeper than) that of SFR(Hα), which supports the
reliability of both methods. A further comparison between SFR(Hα) and SFR(UV)
is shown in Figure 23, which was also done in Terao (2020).

The SFMS from Table 5 only reach a mass limit of log(M∗/M⊙) ∼ 9 at z ∼ 2,
due to the observational limit. However, in virtue of the ultra-deep Ks image from
ZFOURGE, we are able to take a glance at the low-mass end (log(M∗/M⊙) < 9) of
the SFMS in our study. At the low-mass end, Terao (2020) found a large number
of galaxies significantly up-scatter above the prediction from the extrapolation of
the SFMS, which is also seen in our analysis. Similar population of HAEs are also
mentioned in literature (e.g., Hayashi et al. 2016). Although we cannot discuss
the exact locations of the SFMS at log(M∗/M⊙) < 9 due to the incompleteness
of sample, these galaxies substantially have much higher specific star formation
rates (sSFR = SFR/M∗) than the intermediate/high-mass galaxies. It is really
interesting to investigate the physical properties of these low-mass HAEs in our
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Table 5. The best-fit parameters of SFMS at z ∼ 2.3

SFR indicator slope intercept

This work (with AGN) Hαcor 0.69± 0.03 −5.66± 0.27

This work (w/o AGN) Hαcor 0.70± 0.03 −5.69± 0.27

This work (w/o AGN) UVcor 0.72± 0.04 −5.84± 0.41

Speagle et al. (2014) – 0.77± 0.03 −6.20± 0.32

Whitaker et al. (2014) UV + IR 0.91± 0.06 −7.66± 0.63

Shivaei et al. (2015) Hαcor 0.58± 0.10 −4.65± 1.05

Notes. The best-fit parameters of slope and intercept from Whitaker et al. (2014) are
taken from the low-mass regimes. The SFMS of Speagle et al. (2014) is resulted from
a compilation of 25 studies with various methods.

sample because the high sSFRs may suggest that they are young starburst galaxies
just being formed. Considering the star formation enhancements typical of starburst
events, we here define starburst galaxies in our sample to be located 0.6 dex above
the extrapolated SFMS, i.e, ∆MS > 0.6 dex, as Cibinel et al. (2019). This selection
leads to a subsample of 333 galaxies, and among them 306 galaxies have stellar mass
of log(M∗/M⊙) < 9. These starburst HAEs are marked as cyan dots in Figure 22
and in subsequent figures, to be distinguished from other HAEs. Statistically, the
median ∆MS of these samples is 0.91 dex, and ∆MS = 0.92 dex for the low-mass
(log(M∗/M⊙) < 9) subsample.

The left panel of Figure 23 indicates the relation between SFR(Hα) and SFR(UV)
of the HAEs in our catalog, with the color gradient of their stellar masses. It is found
that most of the low-mass galaxies have larger SFR(Hα) than SFR(UV). Similar
result was also found by Terao (2020) that most of the galaxies with log(M∗/M⊙) < 9
have very high SFR(Hα)/UV ratios, while few massive galaxies show such high
ratios.

As mentioned in section 1.1, different SFR indicators have different timescales
that are ∼100 Myr for SFR(UV) and ∼10 Myr for SFR(Hα). Thus, if a galaxy
experiences a recent starburst, the SFR(Hα)/SFR(UV) ratio is higher than that in
normal SFGs during the burst and the ratio is depressed 10 Myr after the end of the
burst, as was also simulated in Sparre et al. (2017); Flores Velázquez et al. (2021).
This finding further proves that these low-mass galaxies are undergoing or have
undergone instantaneous starburst events within the past 10 Myr. Analogous low-
mass starburst objects in the local universe, such as blue compact dwarf (BCD),
also usually have larger SFR(Hα) SFRs than UV SFRs (Janowiecki et al. 2017),
which further prove the starburst feature in our low-mass HAEs.

In addition, we plot the relation between the SFR(Hα)/SFR(UV) ratio and the
location on the SFMS, ∆MS, for each galaxy in the right panel of Figure 23. It is
interesting that we discover two branchs with the increase of the SFR(Hα)/SFR(UV)
ratio. The first branch is the galaxies located on the SFMS, where the less massive
one tends to have the higher ratio until log(M∗/M⊙) ≃ 9 which is the completeness
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limit of our survey. The second branch is the low-mass galaxies scattered above the
SFMS, where the SFR(Hα)/SFR(UV) ratio is correlated to the ∆MS, and ∆MS
increases with the higher ratio. Meanwhile, along the second branch, the increase
of ∆MS saturates at ∼ 1.2 dex. This indicates that these galaxies may reach the
maximum of sSFR, lead to the limiting production of ionizing photons.
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Figure 23. Left: Relation between the SFR(Hα) and SFR(UV) of the HAEs in our sample. The
color gradient reflects the stellar mass of each galaxy. Right: The ratio of SFR(Hα) to SFR(UV)
compare with the location on the SFMS, ∆MS, for each galaxy. The color gradient are same as in
the left panel.

In conclusion, we find that the low-mass HAEs in our sample are undergoing or
have undergone very strong starburst events, result in higher SFR(Hα)/SFR(UV)
ratios and scattering above the star formation main sequence.

4.3 Strong emission line ratios

In this and subsequent section, we further explore the properties of our HAEs
with multiple emission lines. In virtue of the deep ZFOURGE MB data, [Oiii] and
[Oii] emission lines are derived from the flux excess in the ZFOURGE Hs/Hl and
J2/J3 filter. Here, we assume the Case-B recombination and estimate the intrinsic
Hβ fluxes from the intrinsic Hα fluxes.

On the other hand, [Nii] is blended with Hα in Ks flux excess and hard to be
extracted because the ratio of [Nii]/Hα is relatively scattered in both local universe
and high-redshift universe. Although it is possible to apply a stellar mass correlated
[Nii]/Hα ratio, this relation is distinct from that in the local universe (Topping et al.
2021) and needed to further explored. Anyway, we do not further extract [Nii] from
the flux excess in this work. This issue is actually the limitation of our method that
deriving emission line fluxes from the broad-band flux excess.

As a result, available frequently-used multiple emission-line ratios in our study
are,

O32 = [OIII]λ5007 / [OII]λλ3726, 29, (22)

R23 = ([OIII]λλ4959, 5007 + [OII]λλ3726, 29) /Hβ. (23)
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Since the O32 line ratio only consider [Oiii]λ5007, we need to extract [Oiii]λ5007
from the [Oiii] doublets, [Oiii]λλ4959, 5007. We adopt the transition probabilities
of [Oiii]λ5007 and [Oiii]λ4959 from Osterbrock (1989), and take the line ratio of
[Oiii]λ4959 : [Oiii]λ5007 = 1 : 3.

Among the 1780 HAEs in our catalog, 733 galaxies have detection of [Oiii] emis-
sion lines (> 2σ in flux excess) and further 388 galaxies have both detection of [Oiii]
and [Oii]. Usually, [Oii] are weaker than [Oiii] lines by several factors in SFGs at
high redshift. In order to avoid selection bias, we include all the galaxies with detec-
tion of [Oiii], while set 1σ error for the non-detection of [Oii] for further discussion.
Moreover, 210 of these 733 HAEs are starburst galaxies and 185 of them have stellar
mass of log(M∗/M⊙) < 9. An overview of these subsamples are presented in Table
6.

Table 6. The summary of galaxy numbers and properties for the subsamples

Sample (Detected lines) Ngal log(M∗/M⊙)med
SFR(Hα)med

(M⊙ yr−1)

All ZFOURGE HAEs (2.05 < z < 2.5) 1780 9.29 8.60

HAEs (Hα, [Oiii]) 733 9.21 9.75

HAEs (Hα, [Oiii], [Oii]) 388 9.48 12.98

Starburst HAEs (Hα) 333 8.12 8.68

Starburst HAEs (Hα, [Oiii]) 210 8.27 9.94

Low-Mass Starburst (Hα) 306 8.08 8.28

Low-Mass Starburst (Hα, [Oiii]) 185 8.21 8.97

Notes. Detection of Hα, [Oiii] and [Oii] need that the flux excess in Ks has S/N > 2.
The starburst HAEs are defined as ∆MS > 0.6 dex, while the low-mass HAEs are
defined as log(M∗/M⊙) < 9.0.

We first investigate the empirical trends between multiple emission-line ratios
and stellar mass. Figure 24 presents O32, R23 vs. M∗ for the 733 HAEs in our
subsample. Considering the number of subsample in each bin, we separate the
subsample into six mass bins with steps of 0.5 dex, from the first bin log(M∗/M⊙) <
8.0 to the last bin log(M∗/M⊙) > 10.0. The number of galaxies in each mass bin
with the stellar mass, SFR and line ratios are given in Table 7. Here, we also show
two results from literature for reference. One is the z ∼ 0 star-forming galaxies
from the composite spectra of Andrews & Martini (2013). More than 20 million
galaxies at z ≈ 0.087 from the SDSS (York et al. 2000) DR7 MPA-JHU (Abazajian
et al. 2009) are selected with the derived stellar masses (Kauffmann et al. 2003).
The spectra of these galaxies were stacked in stellar mass bin with steps of 0.1 dex.
We take the stacks with log(M∗/M⊙) > 8.0 because lack of spectrum leads to large
uncertainties below this mass. Another reference is the composite spectra of z ∼ 2.3
galaxies (Sanders et al. 2021) from the MOSDEF survey (Kriek et al. 2015) with
stellar masses from the 3D-HST catalog (Skelton et al. 2014; Momcheva et al. 2016).
About 300 galaxies are separated into five mass bins from log(M∗/M⊙) = 9.3 to 10.6.
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The MOSDEF z ∼ 2.3 sample would be one of the best references since this redshift
range is almost same as our study, though it only contains more massive galaxies. We
find that, for galaxies with stellar mass log(M∗/M⊙) > 9.0, both line ratios basically
decrease with increasingM∗, though the slope of R23 is relatively flatter than that of
O32. It is very impressive that the line ratios of the intermediate/high-mass galaxies
from our sample is very close to those of the MOSDEF z ∼ 2.3 sample. In contrast,
galaxies with stellar mass log(M∗/M⊙) < 8.5, most of which are starburst HAEs,
maintain a similar O32 and R23. When compared with the emission-line ratios
in the local universe, in the intermediate/high-mass regime, both line ratios are
significantly higher at z ∼ 2.3 than at z ∼ 0. It is also found that the emission-line
ratios of the SDSS sample seem to be saturated at high-mass regime. At z ∼2, such
saturation at high M∗ is observed in the R23 ratio while not in the O32 ratio. When
moving to the low-mass regime, it is really interesting to find that the O32 ratio at
z ∼ 0 continue to increase with the decrease of stellar mass, which is different from
our low-mass sample at z ∼ 2. Since these low-mass galaxies at high redshift have
not detailed studied before, we will further focus on this issue after calibrating the
line ratios to galaxy properties.
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Figure 24. Left: Reddening-corrected emission-line ratios O32 vs. M∗ for HAEs at z ∼ 2.3.
The main sequence HAEs are presented as grey dots and the starburst HAEs as cyan triangles as
Figure 22. The M∗-stacked result of HAEs are indicated as large maroon squares with error bars
which display the standard deviation of the individual galaxies in each mass bin. Magenta squares
show the z ∼ 0 spectra stacks of Andrews & Martini (2013) with steps of 0.1 dex in each mass bin,
while red squares the spectra stacks of the MOSDEF z ∼ 2.3 sample from Sanders et al. (2021)
for reference. Also, AGNs are marked as the green stars for comparison. Right: Same as left panel
but for R23.

4.4 The MZR and FMR at z ∼ 2.3 with empirical calibration

We here utilize the emission-line ratios to estimate the oxygen abundance (metal-
licity) in our analysis by the metallicity calibration of Bian et al. (2018), which is
based on local analogs of high-redshift galaxies. Bian et al. (2018) selected a sample
of SDSS galaxies lies on the z ∼ 2 star-forming galaxy sequence in the [Nii] BPT
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Table 7. Properties and Emission-line Ratios from stacks in each mass bin

Stack Ngal log(M∗/M⊙)
SFR(Hα)
(M⊙ yr−1)

log(O32) log(R23) 12 + log(O/H)

Normal 523 9.45 9.70 0.26 0.94 8.32

Starburst 210 8.27 9.94 0.46 1.00 8.20

< 8.0 57 7.79 6.46 0.50 0.97 8.18

8.0-8.5 112 8.27 7.67 0.42 1.03 8.22

8.5-9.0 128 8.79 7.49 0.52 1.09 8.16

9.0-9.5 187 9.27 8.72 0.33 0.96 8.28

9.5-10.0 178 9.70 13.49 0.11 0.89 8.41

> 10 71 10.24 35.27 -0.13 0.77 8.54

Notes. log(M∗/M⊙), SFR(Hα), log(O32), log(R23) and 12 + log(O/H) are taken
as the median value in each mass bin. 12 + log(O/H) are calibrated from O32.
SFR(Hα)med is different from the red square in Figure 22 because SFR(Hα)med here
is calculated from the subsample with detection of Hα, [Oiii], [Oii].

diagram, which might have similar ionized ISM properties as high-redshift galaxies.
A significant offset of metaliicity calibration is found between these local analogs
and normal SDSS galaxies (e.g., Jones et al. 2015), primarily due to the change of
ionized ISM conditions. For O32, the Bian et al. (2018) calibration is as follows,

12 + log(O/H) = 8.47− 0.59×O32, (24)

note that Bian et al. (2018) used the line ratio of [Oiii]λλ4959, 5007 for calibration,
so we here decrease the y-intercept of this equation by 0.59× log(4/3) ≃ 0.07 dex.

While R23 is commonly employed as a metallicity indicator in the local universe,
we do not use it to estimate for reasons described below. R23 is double valued in
terms of the metallicity (Kewley & Dopita 2002), with the turnaround region at
0.8 ≤ log(R23) ≤ 1.0. The majority of our HAEs with stellar mass log(M∗/M⊙) ≤
10.0 lie in this region, where small observational uncertainties will lead to large
uncertainties in measuring metallicity. As a result, we only show the metallicity
from O32 calibration in the main text.

Comparison between the galaxy properties of the normal HAEs and starburst
HAEs are listed in Table 7. It is found that oxygen abundance of the starburst
HAEs are ∼ 0.15 dex lower than that of normal HAEs. This means larger amount
of pristine (metal-poor) gas in starburst systems, results in a higher sSFR.

As mentioned in section 1.2.3, there exists a correlation between the stellar mass
of galaxies and the ISM metallicity such that more massive galaxies have higher
metallicity, known as the Mass-Metallicity Relation (MZR) at least to z ∼ 3.5. It
is also known that oxygen abundance decrease with the increase of redshift at fixed
M∗ (e.g., Erb et al. 2006; Mannucci et al. 2009; Onodera et al. 2016; Suzuki et al.
2017; Sanders et al. 2018). In Figure 25, we present the MZR at z ∼ 2.3 from our
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HAEs, which is consistent with that at z ∼ 2.3 from MOSDEF (Sanders et al. 2021)
in the intermediate/high-mass regime of log(M∗/M⊙) > 9.0.

Furthermore, most of the starburst HAEs (blue triangles) with stellar mass
log(M∗/M⊙) > 9.0 have smaller metallicity than normal HAEs with similar stellar
mass. This further proves the relation between metallicity and sSFR that galaxies
with higher SFR has lower metallicity (e.g., Peeples et al. 2009) and leads to the
”M∗-SFR-Z” relation, i.e, the Fundamental Metallicity Relation. In Figure 26, we
investigate the three-dimensional relation among M∗, metallicity, and SFR. We pa-
rameterize the FMR in our HAEs with the same method as Mannucci et al. (2010),
that apply a combination of M∗ and SFR to correlate with metallicity as follows,

µα = log(M∗/M⊙)− α× log(SFR), (25)

where α is a free parameter. For α = 0, µ0 corresponds to log(M∗/M⊙), i.e, the
MZR relation. A well-accepted inferred value of α is 0.55− 0.7 (Andrews & Martini
2013; Sanders et al. 2017; Curti et al. 2020). We here adopt α = 0.6 (µ0.6) and
compare with the best-fit cubic function of FMR from Sanders et al. (2021) based
on the z ∼ 0 spectra stacks of Andrews & Martini (2013),

12 + log(O/H) = 8.80 + 0.188y − 0.220y2 + 0.0531y3, y = µ0.6 − 10. (26)

It is found that the three M∗-stacked result (µ0.6) of HAEs with stellar mass
log(M∗/M⊙) > 9.0 located very close to the best-fit z ∼ 0 FMR, with the maximum
offset to the curve of ∆log(O/H) = 0.05 dex. This result further proves that the
FMR shows no sign of evolution at least to z ∼ 2.3 with good precision in the
intermediate/high-mass regime.

However, neither the MZR nor the FMR is applicable to those HAEs with stellar
mass log(M∗/M⊙) < 8.5 in Figure 25 and 26, because these HAEs exhibit no evo-
lution in O32 ratio when compared with their higher mass counterparts and result
in a same level of metallicity after empirical calibration. When referring to Figure
24, we find that our low-mass HAEs have a similar O32 to local galaxies with same
stellar mass (log(M∗/M⊙) < 8.5) from Andrews & Martini (2013). If applying the
same calibration, it means that these low-mass HAEs at z ∼ 2.3 have a similar
metallicity as local galaxies but a higher metallicity than the MZR at z ∼ 2.3. One
explanation for the high metallicity is the environment, which has a secondary effect
on the metallicity. It is found that local galaxies in denser environments tend to be
more metal rich than galaxies in low density environments (e.g, Peng et al. 2015).
Our low-mass HAEs at high-redshift may belong to satellite galaxies around massive
galaxies, resulting higher metallicity than MZR. Another explantion is the validity
of the O32 calibration in low-mass regime, we will further discuss it in section 5.2.1.

4.5 Photoionization Modeling and ISM ionization states

As O32 emission-line ratio works as a direct diagnostic for ionization parameter,
it only has a secondary dependence on metallicity, which is mostly due to the cor-
relation between ionization parameter and metallicity (“U-Z” relation). Moreover,
this diagnostic may suffer from large uncertainties at high-redshift because the U-Z
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stacked result. Individual points and error bars are the same as in Figure 24. The best-fit MZR
at z ∼ 2.3 from Sanders et al. (2021) are shown as black dashed line for comparison.
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Figure 26. The Fundamental Metallicity Relation at z ∼ 2.3 for the individual galaxies and the
M∗-stacked result. We adopt the coefficient of the linear combination of SFR and M∗ as α = 0.60.
Individual points and y-axis error bars are the same as in Figure 24. Additional x-axis error bars
are added based on the standard deviation of SFR. Black solid line is the best-fit cubic function
to the z ∼ 0 stacks from Sanders et al. (2021) as Equation (26).
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relation may evolve with redshift (Kewley et al. 2013b). On the other hand, R23 is
one of the parameters most widely adopted because it directly measure the amount
of the main ionization stages of oxygen, O+ and O++. Still the oxygen abundance
calibration curve of R23 is dependent on the ionization parameter (Kewley & Do-
pita 2002; Kobulnicky & Kewley 2004). Usually, an iterative approach is required
to resolve these dependencies.

We apply the calibration method, which is introduced by Kobulnicky & Kewley
(2004:KK04) based on the photoionization models of Kewley & Dopita (2002). KK04
used strong emission-line ratio R23 and O32 to determine the relations between
oxygen abundance, and ionization parameters, given by,

log (qion) = {32.81− 1.153y2 + [12 + log(O/H)](
−3.396− 0.025y + 0.1444y2

)
}

× {4.603− 0.3119y − 0.163y2+

[12 + log(O/H)]
(
−0.48 + 0.0271y + 0.02037y2

)
}−1,

(27)

where y = log([OIII]λλ4959, 5007/[OII]λλ3726, 29). Then, the oxygen abundance
12 + log(O/H) is separated into the two equations at 12 + log(O/H) = 8.4,

12 + log(O/H)low = 9.40 + 4.65x− 3.17x2

− log (qion)×
(
0.272 + 0.547x− 0.513x2

)
,

(28)

12+ log(O/H)high = 9.72− 0.777x− 0.951x2 − 0.072x3 − 0.811x4

− log (qion )×
(
0.0737− 0.0713x− 0.141x2 +0.0373x3 − 0.058x4

)
,

(29)

where x = log(R23) and the subscript low (high) corresponds to a metallicity value
in the low-Z (high-Z) branch of metallicity.

We compare the metallicity and ionization parameters obtained by the KK04
method with the emission-line ratio of our HAEs in Figure 27. Besides individual
galaxies, we also include the median emission-line ratio of normal HAEs and star-
burst HAEs here as shown in the top two rows of Table 7. Black dotted lines in
this Figure are the relations from a photoionization model derived by the iterative
method in Kewley & Dopita (2002). Each line represents the relation at a certain
ionization parameter qion, defined by

qion (cm s−1) =
QH0

4πR2
snH

, (30)

where QH0 is the flux of ionizing photons produced by the exciting stars above the
Lyman limit, Rs is the Stromgren radius, and nH is the total hydrogen density. Note
that in section 3.2.2, we also introduce another ionizing parameter U , which is in a
dimensionless form of U = qion/c.

We further use equations (27) – (29) to estimate the metallicity and ionization
parameter of the median emission-line ratio of two populations of HAEs, that are
the main sequence HAEs and starburst HAEs, iteratively until the calculation con-
verges. We apply an user-modified open-source Python code, pyMCZ (Bianco et al.
2016), through the Monte Carlo simulation, to characterize the statistical metallicity
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Figure 27. Relation between [Oiii]λλ4959, 5007/[Oii]λλ3726, 29 and R23-index for HAEs at z ∼
2.3. Individual points are the same as in Figure 22 and Figure 24. Big grey hexagon is the median
emission-line ratio of the normal HAEs with ∆MS < 0.6 dex, while big blue hexagon is the median
emission-line ratio of the starburst HAEs. Red and green circles represent the z = 2–3 LAEs and
LBGs from Nakajima & Ouchi (2014), respectively.

Figure 28. The statistical result of ionization parameter (qion) and metallicity (oxygen abun-
dance) for our HAEs and galaxy sample from Nakajima & Ouchi (2014) as shown in Table 8. Grey
hexagon is the median emission-line ratio of the normal HAEs, while blue hexagon is the median
emission-line ratio of the starburst HAEs.
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and ionization parameter confidence region due to the propagation of observational
uncertainties. For the two median galaxy samples in Figure 27, we obtain their un-
certainties by drawing a Gaussian distribution with standard deviation equal to the
measurement error, and randomly select a set of R23 and [Oiii]/[Oii] ratio following
the distributions. The KK04 R23 calibration uses the ionization parameter qion in an
iterative fashion to determine the metallicity. We separately iterate the Monte Carlo
process 5000 times on the high-Z and low-Z branches, during this step the combined
emission-line ratio do not converge to any solution (lie outside of the regions of the
photoionization models) are rejected. Then, we combine the two branch solutions
together, and define one sigma errors of metallicity and ionization parameter by the
standard deviation of the distribution.

In Figure 27, we plot the R23-O32 relation of individual LAEs and LBGs of
Nakajima & Ouchi (2014), compiled from previous studies (e.g., Fosbury et al. 2003;
Erb et al. 2010; Christensen et al. 2012; Nakajima et al. 2013). Then, Figure 28
and Table 8 present the estimated values of the Monte Carlo simulation of our
HAEs and those from Nakajima & Ouchi (2014), which applied a similar Monte
Carlo simulation to us. Nakajima & Ouchi (2014) give the distribution of LBGs
and LAEs at 2 < z < 3, and local SDSS galaxies including green Pea galaxies
Cardamone et al. (2009). Their results are also presented here for reference.

Table 8. The ionization parameter, log(qion), and metallicity, 12 + log(O/H), distribution

Galaxy Type log(qion) 12 + log(O/H)

zmed = 2.25, Normal HAEs 7.55–8.15 8.19–8.73

zmed = 2.25, Starburst HAEs 7.68–8.38 8.25–8.71

z = 2− 3, LAEs 8.04–8.97 7.98–8.81

z = 2− 3, LBGs 7.57–8.29 8.01–8.87

Green pea galaxies 7.73–8.13 8.27–8.40

normal SDSS galaxies 7.18–7.51 8.92–9.12

Notes. The distribution of LBGs, LAEs, Green pea galaxies and SDSS galaxies are
from Nakajima & Ouchi (2014). For the SDSS sample, only the values in the high-Z
branch of R23 (12 + log(O/H) > 8.4) are given.

We find a slight difference on the metallicity by photoionization models of R23-
index and empirical calibration of O32 (section 4.4). O32 calibration gives a result
that starburst HAEs have ∼ 0.15 dex lower metallcitity than normal HAEs, while
photoionization models show very similar metallicities of these two types of HAEs.
As suggested by Steidel et al. (2014), using the local photoionization models of R23-
index do not work well in the metallicity range of 12 + log(O/H) = 8.0–8.7. Also,
Kewley & Ellison (2008) indicated that the metallicities from different calibration
methods show systematic offsets up to 0.7 dex, depending on the calibration used.
We conclude that this offset are resulted from different calibration methods used
and the metallcity from photoionization models of R23-index is not dependable due
to the degeneracy of the two-branch solutions.
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On the other hand, the difference of ionization parameters between galaxy sam-
ples is clearly found in Figure 28. The two types of HAEs shows a slight difference
on the ionization parameters that the starburst HAEs have higher ionization pa-
rameters than normal HAEs in our sample. When comparing with other types of
galaxies, we find starburst HAEs have an ionization parameter higher than the nor-
mal SDSS galaxies by a factor of ∼ 5, but lower ionization parameter than that of
high-z LAEs. From the large sample of our HAEs catalog, we find that several indi-
vidual starburst HAEs have a similar emission-line ratio as the 6 LAEs in Nakajima
& Ouchi (2014), and these special HAEs which have an extremely strong O32 index
may have similar galaxy properties as LAEs. Meanwhile, other starburst HAEs have
an ionization parameter as high as high-z LBGs and local green pea galaxies, which
indicates similar ionization states of these types of galaxies.
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5 DISCUSSION AND IMPLICATIONS

5.1 Main Sequence HAEs

The main sequence HAEs (normal HAEs) take up a large part of HAEs in our
sample (1433/1780, and 497/762 with all detection of Hα, [Oiii], [Oii]) with a mass
completeness at log(M∗/M⊙) ≈ 9.2. Although similar star-forming galaxies have
been studied before, it is still interesting to further explore their physical properties.

Modern cosmological hydrodynamic simulations have been impressively success-
ful in reproducing key galaxy properties broadly over cosmic time (e.g., Kewley
et al. 2013a; Somerville & Davé 2015; Davé et al. 2016, 2017). Commonly, various
physical processes are included or changed in these simulations of galaxy forma-
tion to fit the observation results. On the other hand, recent observation results
provide a direct glimpse into the chemical evolution for star formation, leads to a
more directly probe of the baryon cycle of gaseous inflows and outflows, which is
regarded as the main driver of cosmological galaxy evolution. Cosmological hydro-
dynamic simulations have utilized these observational results to provide additional
constraints on the physical processes of galaxy formation. As a result, observation
and simulation are reinforcing each other. Davé et al. (2017) presented an analysis
on a suite of cosmological hydrodynamic simulations, called the MUFASA simula-
tions, and provided the star formation, gas mass, chemical evolution of galaxies out
to z ∼ 2. Here, we try to compare our main sequence HAEs to the main results
from this simulation.

5.1.1 Star formation rate function

In section 4.1, we derive the luminosity function of our HAEs and obtain an
excess at the bright end when comparing with the luminosity function from Sobral
et al. (2013). In order to conform to the cosmological hydrodynamic simulations, we
transfer the luminosity function to star formation rate function (SFRF) by convert-
ing Hα luminosity to SFR (Kennicutt calibration, adjusted for a Chabrier IMF).

In the MUFASA simulations, a molecular gas-based star formation prescription
(see details in Krumholz et al. 2009; Thompson et al. 2014) was employed to form
stars out of gas, in addition to various quenching feedback models and chemical
evolution of 11 elements.

When comparing with the SFRF of z = 2 from the MUFASA (see Figure 1
of Davé et al. 2017) simulations, we find the high-SFR end of our HAEs are in
very good agreement with the simulation, and both the high-SFR ends are more
populated than other observations. While, as the total volume of the ZFOURGE
survey is not large enough and may lead to large uncertainties, it is still difficult to
reconcile current SFR measurements among various data sets and the result from
simulations.

In the future, we are planning to apply apply our HAEs selection method to
other multi-wavelength photometry catalogs which not only have deep Ks data but
also cover wide areas, such as COSMOS2020 catalog (Weaver et al. 2021) covering
across the 2deg2 of the COSMOS field. It may help us to obtain a much larger HAEs
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sample (though multiple emission-line analysis will be difficult) and more credible
Hα luminosity function and SFRF.

5.1.2 Metallicity, MZR and FMR

Chemical evolution provides a key tracer for star formation and feedback activity
in and around galaxies, verifying the accuracy of the baryon cycle in cosmological
hydrodynamic simulations. The MUFASA simulations also present the predictions
for the gas-phase metallicity and the Mass-Metallicity Relation at z = 0 and z =
2. A fairly good agreement is obtained between the MZR from MUFASA and
observations, such as SDSS and MOSDEF (see Figure 3 of Davé et al. 2017). An
evolution of MZR is also found in the simulation that, at low/intermediate masses,
there is ∼ 0.25 dex decrease in the metallicity at a fixed M∗ from z = 0 to z = 2,
given a evolving rate of dlog(O/H)/dz ∼ 0.13 dex.

Similarly, the evolution of MZR is also found in our HAEs sample in Figure 29.
We here choose the normal HAEs (grey points in previous figures) and separate
them into four mass bins. We take the median values of mass and metallicity in
every bin and the best-fit result is given with a single power law in the form,

12 + log(O/H) = 0.26× log

(
M∗

1010M⊙

)
+ 8.48. (31)

Sanders et al. (2021) also fit the z ∼ 0 MZR of the SDSS composite spectra of
Andrews & Martini (2013) with the parameterization as follows,

12 + log(O/H) = 8.87− 0.25

3.66
× log

[
1 +

(
M∗

1010.2M⊙

)−3.66
]
. (32)

We find that the MZR in low/intermediate-mass regime (log(M∗/M⊙) < 10.0) is
consistent with a power law at both redshift and the slopes are remarkably consistent
to each other. From these two best-fit MZR, we find an evolution of ∼ −0.32 dex
in O/H from z ∼ 0 to z ∼ 2.3, given a evolving rate of dlog(O/H)/dz ∼ −0.14 dex.
Our result is in close agreement with the MUFASA simulations, proving the validity
of the feedback mechanisms that deposit heavy elements into the surrounding gas
described in Davé et al. (2016).

The ”M∗-SFR-Z” relation, i.e, FMR, is also apparent at both z = 0 and z = 2
in the MUFASA simulations, with the prediction that the strength of the SFR
dependence does not change with redshift. In Figure 26, we also investigate this
three-dimensional relation for HAEs and prove that the FMR shows no sign of
evolution at least to z ∼ 2.3, same as the simulation. The physical explanation for
the second-parameter correlations with SFR is that an increase in gas accretion will
bring in metal-poor gas that triggers new star formation, and conversely, a shutoff
in accretion will result in an evolution more similar to a closed box that will raise
the metallicity quickly by consuming its gas.

5.2 Low-mass Starburst HAEs

Through our selection method, we find 306 low-mass starburst HAEs, among
which 140 have all detection of Hα, [Oiii], [Oii]. Unlike the main sequence HAEs,
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Figure 29. The comparison and evolution of Mass-Metallicity Relation at z ∼ 2.3 and z ∼ 0. We
select normal HAEs (grey points) in Figure 22 and Figure 24 and stack them into mass bins. Blue
dashed line is the best-fit MZR at z ∼ 0 from Sanders et al. (2021) without correcting for diffuse
ionized gas (Sanders et al. 2017). The best-fit MZR at z ∼ 2.3 from MOSDEF are shown as green
dashed-dotted line for reference.

we find that these galaxies scatter above the star fomration main sequence with
∆MSmed ∼ 0.9 dex. Moreover, they also do not follow the MZR or FMR, when
metallcities are calibrating from the O32 index. The median stack of these low-
mass starburst HAEs have a close O32 ratio at ∼ 0.32 dex independent of the stellar
mass. We here discussed some possible reasons for these results.

5.2.1 Limitation of the O32 calibration

As mentioned above, O32 only have a secondary dependence on metallicity and
this metallicity-sensitive emission-line ratios may not be applicable to all conditions
since the physical conditions of the ISM in low-mass starburst galaxies may differ
from their counterparts at low redshift.

For a direct measurement of the gas-phase oxygen abundance, observation of the
well-detected emission line [Oiii]λ4363 is necessary. The ratio of the flux of the au-
roral [Oiii]λ4363 to that of [Oiii]λ5007 is very sensitive to the electron temperature
(Te). The metallicity is then estimated based on Te. As a result, this measurement
is also called the “Direct” or Te method. (e.g., Pagel et al. 1992; Izotov et al. 2006).
However, [Oiii]λ4363 cannot be measured from majority of local galaxies, let alone
high-redshift galaxies, because it is much weaker than other strong emission lines.

Berg et al. (2012) successfully measured [Oiii]λ4363 of 31 local dwarf galaxies
with other strong emission lines including [Oiii]λ5007 and [Oii]. These dwarf galax-
ies have stellar mass of 6.0 < log(M∗/M⊙) < 9.0 and directly measured metallicity
down to 12 + log(O/H) ≈ 7.5. Sanders et al. (2021) supplemented the line ratio of
SDSS stacks with these dwarf galaxies and plot the calibrations between emission-
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line ratios and direct measured metallicity (see Figure 2 of Sanders et al. 2021). It
is interesting that the O32 index of the local dwarf galaxies also have a close value
∼ 0.3 dex, and the “O32 vs.12 + log(O/H)” calibration follow a non-linear relation
which is different from other linear (or almost linear) empirical calibrations (e.g.,
Maiolino et al. 2008; Jones et al. 2015; Curti et al. 2017; Bian et al. 2018). It is worth
noting that the sample and calibration of Sanders et al. (2021) is mass-dependent
while samples from other previous studies are mass-independent, i.e, dwarf galaxies
are barely included in the sample. This indicates that, for local dwarf galaxies and
main sequence galaxies with similar metallicities, they may have a different O32
index statistically, that the O32 index of dwarf galaxies are ∼ 0.7 dex lower than
those of main sequence galaxies.

The low-mass starburst HAEs in our sample, have a simillar stellar mass with
those local dwarf galaxies. Therefore, it is not surprising that the mass-independent
O32 ratio is found in our low-mass starburst HAEs because local dwarf galaxies have
a similar trend. On the other hand, direct measurement of gas-phase metallicity of
local dwarf galaxies (Berg et al. 2012) indicated that the MZR still holds for the
low mass regime down to 12 + log(O/H) ≈ 7.5. As a result, it is not likely that
the similar O32 ratio corresponds to similar metallicity for our low-mass starburst
HAEs. A much more mass-dependent empirical calibration for local dwarf galaxies,
such as N2 ([Nii]λ6584/Hα, see also in Figure 2 of Sanders et al. 2021), or a direct
measurement of metallicity ([Oiii]λ4363) is needed to further explore the metallicity
of our low-mass starburst HAEs.

One possible physical explanation for the lower O32 index in dwarf galaxies than
those of main sequence galaxies with the similar metallicities is that dwarf galaxies
may have lower ionization parameters. As mentioned above, O32 emission-line ra-
tio works as a direct diagnostic for ionization parameter, and Equation (30) gives
the definition of the ionization parameters in the photoionization code CLOUDY
(Ferland et al. 1998, 2013) that gases are described as spherical concentric lay-
ers centred on the ionizing sources. Following this rule and the emission-line model
from Charlot & Longhetti (2001) with the latest stellar population synthesis, Gutkin
et al. (2016) compute a large number grids of emission-line ratios from star-forming
galaxies in a wide range of chemical abundances, from ZISM = 0.0001 to 0.04
(12 + log(O/H) ≈ 6.5 to 9.1). One of the panels in Figure 2 of Gutkin et al.
(2016) plot the evolution of the O32 index with the metallicity predicted by the
photoionization models. It is found that, from 12 + log(O/H) ≈ 6.5 to 8.4 (sub-
solar metallicity), the O32 index do not evolve much for the photoionization mod-
els with ionization parameter log U < −2.5. In figure 30, we compile the “O32
vs.12 + log(O/H)” calibration from previous studies including observations and pho-
toionization models. It is interesting that the calibration of Sanders et al. (2021) at
7.5 < 12 + log(O/H) < 8.2 has a similar trend to those of photoionization models,
while the O32 index decreases sharply from 12 + log(O/H) ∼ 8.4 which is similar to
empirical calibrations from other studies. Since Sanders et al. (2021) supplemented
dwarf galaxies in the calibration, a reasonable speculation is that these dwarf galax-
ies hold almost unchangeable ionization parameters during the evolution, along with
the increase of metallicities. Then, when they evolve into main sequence galaxies,
the ionization parameters start to drop and lead to sudden decrease of O32. On
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Figure 30. The compilation of the ’O32 vs.12 + log(O/H)’ calibration from previous studies.
Black solid line shows the best-fit z ∼ 0 calibrations of Sanders et al. (2021), fitted by the com-
bination spectra data from Andrews & Martini (2013) and Berg et al. (2012). Green dashed line
and blue dashed-dotted lines display the calibrations of Bian et al. (2018) and Curti et al. (2017),
respectively. Squares and diamonds represent the O32 index predicted by the photoionization
models from Gutkin et al. (2016). The models assume a fixed hydrogen density, nH = 100 cm−3,
solar carbon-to-oxygen ratio, and IMF upper mass cut-off at 100M⊙ with changeable metallicities
and ionization parameters. Squares represent the change of O32 index with metallicities at fixed
ionization parameters, while diamonds is the change of O32 index with ionization parameters at
fixed metallicity.

the other hand, for those main sequence galaxies with extremely strong starburst,
they may hold higher ionization parameters than dwarf galaxies and corresponding
higher O32 index.

5.2.2 Inflow of metal-polluted gas ?

The previous section discusses about the issue of the O32 index that it may
not be a good metallicity indicator of our low mass starburst HAEs. On the other
hand, we cannot exclude the possibility that these low mass HAEs may have a
higher metallicity than the MZR as the O32 index has shown. This means that
these low mass HAEs may suffer from the inflow of metal-polluted gas, i.e, the
pristine gas forming stars already contains a certain amount of metal. From a
theoretical point of view, the collective explosive output of from supernovae at earlier
epochs could pollute vast regions of intergalactic space to an additional chemical
enrichment and some theoretical studies show that massive elliptical galaxies may
play an important role in establishing the chemical abundance of the intracluster
medium (De Lucia et al. 2004). Since the chemical enrichment is more likely to
happen in the clustered envionrments, we here further explore whether the O32
index has environment dependence. Considering the uncertainty of zphot in our
catalog and the number of low mass starburst HAEs in each redshift bin (see Figure
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11), we divided galaxies into two redshift intervals, 2.05 < z < 2.3 and 2.3 < z <
2.5. To quantify the environmental factors of galaxies, we measure the angular
distance from each object to the seventh nearest neighbor, d7, and then computed
the corresponding surface density, Σ7 ∝ (d7)

−2 (Papovich et al. 2010). Figure 31
gives the relation between the O32 index and corresponding surface density, (d7)

−2,
of all 140 low-mass starburst HAEs. We find that there is no relation between the
O32 index and Σ7 ∝ (d7)

−2, indicates no dependence of environment for our sample.
As a result, we cannot draw a conclusion that whether the inflows of metal-polluted
gases have contribution on the measurement of the O32 index or not.
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Figure 31. The relation between the O32 index and surface density of low-mass starburst HAEs
in two redshift intervals, 2.05 < z < 2.3 and 2.3 < z < 2.5. The error bars of each measurement of
the O32 index are added.

5.2.3 Similarity and Difference with LAEs

As shown in Figure 22, the low-mass starburst HAEs in our sample scatter
above the Hα-based star fomration main sequence. Similar trends are also found
in Lyα emitting galaxies (LAEs) at z ∼ 2 − 3, which also lie above the main-
sequence line based on their Hα-based SFR (Nakajima & Ouchi 2014) or UV-based
SFR (Hagen et al. 2016). On the other hand, at z ∼ 2.5, some other LAEs with
UV-based SFR follow the extrapolated line of the SFMS to the lower mass end
(Shimakawa et al. 2017). In Figure 32, we plot the UV-based SFMS of our low-mass
and main sequence HAEs, and the LAEs from previous studies. Quantitatively, the
306 low-mass starburst HAEs in our sample scatter above the SFMS of Speagle
et al. (2014) with ∆MSmed,UV = 0.73 dex, while the low-mass LAEs of Hagen et al.
(2016) have ∆MSmed,UV = 0.31 dex and the low-mass LAEs of Shimakawa et al.
(2017) have ∆MSmed,UV = −0.15 dex. Moreover, we also include the Hα-based
SFR of LAEs of Nakajima & Ouchi (2014) in this figure, scatter above the SFMS
with ∆MSmed,Hα = 0.45 dex. While, SFR(Hα) of our low-mass HAEs scattering
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above the SFMS of Speagle et al. (2014) with ∆MSmed,Hα = 0.89 dex. This finding
demonstrates that our low-mass starburst galaxies tend to have even stronger star
formation activities than the LAEs at similar redshift.
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Figure 32. The UV-based star formation main sequence of HAEs at zmed = 2.25 in the ZFOURGE
field. Individual blue points are starburst objects with ∆MS > 0.6 dex in the Hα-based SFMS.
Blue solid line is the best-fit UV-SFMS of the individual HAEs with 9.2 < log(M∗/M⊙) < 10.2.
The best-fit SFMS from Whitaker et al. (2014) and Speagle et al. (2014) are also included for
reference. Furthermore, LAEs from Nakajima & Ouchi (2014), Hagen et al. (2016) and Shimakawa
et al. (2017) are represented as red circles, green diamonds and brown squares, respectively.

Besides, Figure 28 shows that the estimated ionization parameters (qion ∼ 7.9)
of our starburst HAEs are ∼ 0.5 dex lower than those of LAEs, mainly because
O32 is smaller for our starburst HAEs. Also, Nakajima & Ouchi (2014) suggested
that there is a positive correlation between the O32 index and Lyα photon escape
fractions (fesc) based on the photoionization models with different qion from 7.5
to 8.5 (see Figure 11 of Nakajima & Ouchi 2014). From the prediction of that
photoionization models, our starburst HAEs tend to have fesc ≃ 0, in comparison
to LAEs with fesc ≃ 0.2. Combining these factors, it is reasonable to speculate that
our low-mass starburst HAEs have much a lower fesc than those of LAEs, and the
unescaped ionizing photons may trigger a higher Hα luminosity than the LAEs.

5.3 Futher observations

As explained above, chemical abundances in HII region are still subject to sys-
tematic uncertainties. In the vast majority of cases, due to the difficulty of detect-
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ing the faint Te sensitive [Oiii]λ4363, chemical abundances are derived from strong
emission-line ratio calibration. The current work is limited to the O32 and R23

indices, both of which have defects in calibrating gas-phase metallicity. As a re-
sult, measurements of [Nii] on these low-mass starburst galaxies would be a great
replenishment for our study.

Luckily, SWIMS will carry on a spectroscopic observation of these low-mass
starburst galaxies in the ZFOURGE-COSMOS field during the S22A on Subaru
telescope. Two masks covering ∼ 10 of them would be observed with an exposure
time ∼ 4 hours per mask to detect all the major optical emission lines, from [Oii]
to [Sii]λλ6717, 31.

Besides, current medium K-band image data of SWIMS is not deep enough,
among which the longest exposure time is 2 hours, while ZFOURGE MBF images
have exposure time longer than 10 hrs. Perfecting the medium K-band detection
needs much longer exposed images from SWIMS. It has been calculated that if
the depth of imaging is depth(5σ) ∼ 25.0 AB magnitude in three medium K-band
filters, which is close to ZFOURGE MBF image, it will enable us to reach a 2σ
detection limit of SFR(Hα) ∼ 2M⊙ yr−1. This will help us to extract fainter HAEs
and extend the SFMS and MZR to a lower mass regime. Beyond that, the SFMS
and MZR extend unabated to even much lower masses can further be observed by
the James Webb Space Telescope (JWST), opening the door to stellar mass and
chemical evolution in the earliest stage of galaxy formation.
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6 SUMMARY AND CONCLUSIONS

In this study, we have carried out a systematic search for HAEs at z ∼ 2.3
in three ZFOURGE fields. The selection of HAEs is based on the flux excess in
ZFOURGE-Ks filters due to the intense Hα emission lines relative to the best-fit
stellar continuum from SED fitting with emission line templates. Following the
same strategy of extracting Hα emission lines, we also extract the [Oii] and [Oiii]
emission lines of these HAEs from the ZFOURGE medium J/H-band filters. This
enables us to carry out multiple emission-line studies on the HAEs and investigate
further physical properties. Our analysis separate the HAEs into two populations,
the main sequence HAEs and the low-mass starburst galaxies. The main results can
be summarized as follows:

1. We have identified 1780 Hα emitters at 2.05 < z < 2.5 with > 2σ flux
excesses relative to the stellar continuum. Among them, 762 HAEs have de-
tection of [Oii] and [Oiii] with > 1σ flux excesses. In consideration of the
limiting volume of the ZFOURGE survey (∆V = 6.8 × 105Mpc3), this selec-
tion method is very efficient in identifying emitters.

2. The Hα emission line fluxes derived by our method have a very good
consistency with the spectroscopic line fluxes from the MOSDEF survey, that
more than 90% of the detected fluxes have consistent values within a factor of 3.
Moreover, an SED-fitting simulation of mocked galaxies with input emission
line fluxes has been carried out. Most output line fluxes have a difference
within 10%, indicating a good stability of the SED fitting method.

3. The Hα luminosity function shows a discrepancy in the bright end when
compared to the result of Sobral et al. (2013) and Terao (2020). The discrep-
ancy can be partly explained by the different dust correction applied in these
studies. Further, the CSFRD is consistent with literature based on Hα mea-
surements, but show an excess in comparison with UV or IR measurements.
We think that the limiting volume of the ZFOURGE survey may have some
biases and applying our method to a catalog with larger volume is possible to
solve this issue.

4. The best-fit Hα-dervied and UV-derived SFMS of our sample have a good
consistency with previous studies above the stellar mass completeness with a
slope of 0.70±0.03 for SFMS(Hα) and 0.72±0.04 for SFMS(UV). Meanwhile,
we extract a large number of low-mass HAEs scattering above the SFMS, also
found by Terao (2020). This suggests that these low-mass HAEs are in bursty
star formation phases. As a result, we separate all of our HAEs into the main
sequence HAEs and the low-mass starburst HAEs.

5. We obtain the oxygen abundace (metallicity) by the empirical calibration
of the O32 index. It is found that the main sequence galaxies follow the
Mass-Metallicity Relation (MZR) and the Fundamental Metallicity Relation
(FMR). The power law slope of the MZR does not evolve out to z ∼ 2.3 with
a value of ≈ 0.25. At fixed M∗, metallicity decreases with increasing redshift
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as dlog(O/H)/dz ∼ −0.11 dex. This evolving rate is consistent with modern
cosmological hydrodynamic simulations. We also find that the FMR shows no
sign of evolution at least to z ∼ 2.3, same as the simulation.

6. On the other hand, the low-mass starburst HAEs have the O32 index
∼ 0.32 dex independent of stellar mass. It seems that neither the MZR nor
the FMR is applicable to these HAEs. While, we think this results from the
calibration limitation of the O32 index since similar trend also happens on
local dwarf galaxies. A further observation of more mass-dependent emission-
line ratio is needed to confirm whether these low-mass starburst galaxies follow
the MZR or not.

7. We apply the photoionization models of Kewley & Dopita (2002), which
use the combination of R23 and O32 indices, to determine the ionization pa-
rameters of galaxies. We find a lower ionization parameters in our low-mass
starburst HAEs than typical LAEs, but a similar ionization parameters to
LBGs. When compared with the UV-based SFR, it is found that the low-
mass starburst HAEs have a more intense star formation activity than LAEs.
We speculate that our low-mass starburst HAEs are not an analogous popu-
lation of LAEs that these low-mass starburst galaxies may have very low Lyα
photon escape fractions.
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Appendices

A SWIMS imaging pipeline: SWSRED

As introduced in section 2.2.1, the SWIMS data are reduced using a custom
Python pipeline, named “SWSRED”, written by M. Konishi. The latest flow chart
of the reduction pipeline is shown in Figure A.1 from SWIMS webpage. Notably,
the sketch for SWSRED mentioned in section 2.2.1 ended before the second to last
step, where the final images had already been reduced. SWSRED has no documen-
tations yet, but almost all the options and parameters setting could be done in the
“swsred/reduce all.py” file. We here follow this flow chart to introduce important
steps in one iteration of the image reduction.

Figure A.1. The flow chart of SWSRED from http://www.ioa.s.u-tokyo.ac.jp/TAO/swims/

?Data_Reduction/Imaging_Data_Reduction.

Flat fielding: Dome flat frames are used for flat field. In each semester of
SWIMS observations, dome flat frames of both chips in each filter would be created
by IRAF, available from the same website as the flow chart. The pipeline would
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automatically read the semester from the raw images and choose the appropriate
dome flat frame.

Making self-sky: The sky background is computed by averaging a user-defined
number of images taken before and after a certain exposure except the frame on the
same dithering position. The number of frames used to create a self sky frame is
defined by n sky in reduce all.py. Also the combine type and other detailed setting
can be adjusted in make sky.py.

Detection/Photometry: The detection threshold for sources used for astrom-
etry is defined by detect thresh wcs in reduce all.py. The default setting is 3.0.
While in some cases, for example, the number of bright stars is very rare in the
field, or the seeing is not good enough, this value have to be set to a lower value.
Otherwise, if the number of detected objects is very small, errors would happen
during the astrometry.

Astrometry: The brightest (faintest) source selected for astrometry is de-
fined by mag min wcs (mag max wcs) in reduce all.py. The default setting of
mag max wcs is 18.5. While, same as above, for the sky-field with very little bright
stars, we may relax this setting to larger value (recommended value: 20). The ref-
erence catalog for astrometry can be selected from Pan-STARRS1 (Chambers et al.
2016), GAIA-DR2 (Gaia Collaboration et al. 2018) and 2MASS (Skrutskie et al.
2006). Notably. the pipeline encounters most of the errors during this process and
the reduction pipeline would stop here.

Register/stack: After the correction of astrometry, all the frames in the set
are registered and SWARP is ran to stack these frames together into one stacked
frame. The default COMBINE TYPE is CLIPPED. This option is not introduced in
the User’s guide of SWARP (Bertin 2010b). In short, this COMBINE TYPE exclude
pixel values that off from the mean by a value greater then a factor times of the
standard deviation (Gruen et al. 2014). While, we can still choose other options
which are listed in the User’s guide of SWARP.

Making master/individual OBJMASK: In the last part of the iteration,
object masks are created for each frame in order to obtain a better self-sky in the
next iteration.

B PSF matching on SWIMS reduced image

In order to merge our SWIMS sources into ZFOURGE catalog, we follow the
PSF matching method of ZFOURGE. After reprojecting K1/K2 image to match
the ZFOURGE pixel sizes, we firstly select unsaturated stars with high S/N in the
reprojected image and cut them out into postage stamps of 10.′′65×10.′′65. We closely
follow the step in Straatman et al. (2016) and select a tightly homogeneous sample
of stars to obtain the final-median PSF. Figure B.1 exhibits the final-median PSF
we obtained from SWIMS K1/K2 image.

All the individual PSFs from the ZFOURGE survey have been convolved into a
target PSF same as the Moffat profile (Moffat 1969) with FWHM = 0.′′9 and β = 2.5
with the advantage of the noiseless feature of theoretical models. Then, a convolution
kernel was generated for each PSF during this process. Finally, the original images
were then convolved with respective kernels and to match the target Moffat PSF. As

70



Figure B.1. The final-median PSF of SWIMS K1/K2 image obtained from tightly homogeneous
stars. The target Moffat profile with FWHM = 0.′′9 and β = −2.5 is also presented here.

Figure B.2. The SWIMS K2 image before and after convoluition following the process introduced
in Appendix B.
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a result, we also need to the same process for our SWIMS K1/K2 image. In order
to attain this goal, we obtain the convolution kernel of each K1/K2 image by an
open-source Python code, PyPHER (Boucaud et al. 2016). Finally, the reprojected
K1/K2 image are convolved with the kernel from PyPHER. Although the convolved
PSF shows some residual compared to the model, we calculated that the convolved
PSF capture the same amount of light within 1% at r = 0.′′6, indicating a good
concolved result. Figure B.2 gives the the convolved K2 images.

C Comparison of different SED fitting code

Besides CIGALE,We have also tried SED fitting with another two code, FAST++
(Kriek et al. 2009) and PROSPECTOR (Johnson et al. 2021) in our work.

FAST++ is a C++ version of the popular SED fitting code FAST, with a num-
ber of small differences between FAST++ and the original FAST. Two simple stellar
population models (SSP), BC03 and M2005, with grids of parametric SFH (expo-
nential, delayed or truncated) are compiled in the FAST libraries directory. Then
FAST++ reads the parameter file, and makes a cube of model fluxes for the full
stellar population grid. It is worth mentioning that the original stellar population
synthesis from FAST libraries do not contain emission lines, so we personally run
the IDL to add the nebular emission lines following Inoue (2011) into each model.
The strength of emission lines is fixed, which is defined by the number of ioniz-
ing photons (n lyc) in the IDL script. In short, though the SED fitting process of
FAST++ is similar to CIGALE, FAST++ is a bit old-fashioned and the treatment
of emission lines, dust attenuation is cruder than that of CIGALE.

PROSPECTOR is a python-based SED fitting code with several modern fea-
tures. For stellar population synthesis, the Flexible Stellar Population Synthesis
(FSPS; Conroy et al. 2009; Conroy & Gunn 2010) package is used. The FSPS
includes detailed stellar populations with a variety of choices for stellar isochrones,
stellar spectral and dust emission libraries. PROSPECTOR code can also model and
fit more flexible or complicated SFHs, so-called “non-parametric” SFHs. Galaxies
evolve through piece-wise constant star formation histories, in each of N bins with
a user-defined lookback time. Non-parametric SFHs are capable of modeling star
formation histories with sharp features or unusual shapes which are forbidden by
the parametric forms (e.g., Cohn et al. 2018; Kubo et al. 2021). Lastly, traditional
codes often worked by comparing pre-computed parameter grids or libraries of SED
models and find the closest models to the observations (χ2 fitting). On the other
hand, FSPS and non-parametric SFHs are very flexible and have too many degener-
ate parameters, leading to poor and noisy best-fit solutions through the traditional
routine. So, PROSPECTOR carries out Bayesian statistics, coupled with a Monte
Carlo Markov chain (MCMC) sample to fully explore the posterior probability for
poorly constrained parameters. However, this fitting process leads to a problem
that each PROSPECTOR run only work on one single galaxy. Meanwhile, each
PROSPECTOR run cost around half an hour during our test. As a result, it would
be too time-consuming for PROSPECTOR to finish fitting almost 5000 galaxies
from the parent sample.

In consideration of these factors, we decide to present the SED fitting results
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from CIGALE in the main text eclectically. In section 4.1, we found that the bright
end of the Hα luminosity function from CIGALE is deficient compared with Terao
(2020), which use a similar method as us but a different SED code, FAST. Except
the difference on dust correction, we speculate that the observed luminosity may also
have some bias. So, we run the FAST++ code on the parent sample and applying the
same procedure to extract the Hα line fluxes. The comparison between the observed
Hα luminosity from CIGALE and FAST++ are shown in Figure C.1. Based on the
linear regression result, we find that at the bright-luminosity end, FAST++ tends
to produce brighter Hα luminosity.

Figure C.1. Relation between the observed Hα luminosity from CIGALE and FAST++. Red
solid line is the linear relationship as determined through regression, with a shaded region represents
the 95% confidence interval for that regression.

Since the observed Hα luminosities are determined from the flux excess in the
observed Ks fluxes which are independent of the SED code, the result from Figure
C.1 means that the stellar continuums derived by FAST++ are lower than those
from CIGALE. In order to investigate whose stellar continuums are more reliable, we
also run the PROSPECTOR code on several objects for reference. Besides, we also
include the best-fit SED from Terao (2020) produced by FAST. The comparison
between the best fit models from these codes for the same galaxy are presented
in Figure C.2. We find that, the best-fitting stellar continuums from CIGALE
and PROSPECTOR are very close to each other, while quite different that from
FAST++ (FAST). We can find that the FAST++ (FAST) fitting results do not
show the obvious Balmer and D4000Å Jump, leads to a lower stellar continuum
flux at redder wavelength. This phenomenon may result from an overestimate of
emission line strengths added to the stellar continuum templates. Since CIGALE
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Figure C.2. The best-fit SED fitting model from CIGALE, FAST++, FAST, PROSPECTOR
for three individual galaxies, shown as red, blue, yellow and green line, respectively. Notably, the
treatment of emission line templates is different in CIGALE, FAST++(FAST) and PROSPEC-
TOR, so the apparent feature is diverse from each other.
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and PROSPECTOR are more modern and have more delicate treatments of emission
lines, we prefer the SED-fitting result from these two codes.

In conclusion, we find that FAST are likely to produce a lower stellar continuum
than CIGALE and may lead to an overestimate of Hα fluxes. This is a important
factor that causes an excess at the bright end of Hα luminosity function.

D SED fitting simulation of individual model

In section 3.5.1, we present an individual galaxy SED simulation, which shows
a bimodal distribution of output Hα fluxes, because of the degeneracy to different
galaxy types during the fitting. Such case in the main text is infrequent among all
the simulated galaxy SEDs. Here we presented some general examples of individual
galaxy SED simulation in Figure D.1 and D.2.

Figure D.1. The simulation and output result from a galaxy SED with log(M∗/M⊙) = 8.0 (ID:
5961). Outlines as the top two panels in Figure 13.

Figure D.2. The simulation and output result from a galaxy SED with log(M∗/M⊙) = 10.3 (ID:
3731). Outlines as the top two panels in Figure 13.

One example is a low-mass galaxy SED with log(M∗/M⊙) = 8.0, while another
is a high-mass galaxy SED with log(M∗/M⊙) = 10.3. As was shown in Figure 16,
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we find that high-mass galaxies often have much broader distribution of output Hα
fluxes than low-mass galaxies, i.e, higher possibility of degeneracy to other templates
instead of the template for the best-fit model. These two examples also reflect this
feature when comparing the distribution of output Hα fluxes to the randomized Hα
fluxes recovered from the Gaussian noise on Ks fluxes. It is easily found that the
high-mass one has a broader distribution of output Hα fluxes. When examining the
stellar mass distribution, we find a multi-modal distribution of stellar mass on the
high-mass galaxy SED, indicating the degeneracy to other galaxy types.

E Reddening comparison of various dust attenuation recipes

In our study, we apply a special dust correction recipe for the color excess of
nebular emission, E(B − V )neb, that amplifying the color excess of stellar contin-
uum, E(B − V )star, by a f -factor of 1/(0.44 + 0.2z) (Saito et al. 2020) instead of
traditional treatment that use a fixed 1/0.44. Besides, we introduced the diver-
sity of dust attenuation models in CIGALE in section 3.2.3. Therefore, we also
run the CIGALE fitting with another two dust attenuation recipes based on the
dustatt modified starburst model introduced in section 3.2.3. This model enable
us to fit stellar continuum and nebular emission with respective extinction curves,
connected by a fixed f -factor.

For the first recipe, the Calzetti curve (RV = 4.05; Calzetti et al. 2000) is used
to fit the stellar continuum, meanwhile the Milky Way curve (RV = 3.1; Cardelli
et al. 1989) is used to fit for nebular emission lines with a user-defined f -factor of
0.44. Actually, this recipe is popular used for nearby galaxies.

On the other hand, for the second recipe, we adopt the conclusions from Reddy
et al. (2015, 2020) based on the MOSDEF observation, using the SMC curve (RV =
2.76; Gordon et al. 2003) to fit the stellar continuum, and the Milky Way curve
(RV = 3.1; Cardelli et al. 1989) with a user-defined f -factor of 0.48 to fit the stellar
continuum. This f = 0.48 is the best-fit relation between E(B − V )star in Reddy
et al. (2015) and E(B − V )neb obtained from the Balmer decrement and assuming
an intrinsic ratio of Hα/Hβ = 2.86 in Reddy et al. (2020).

In this section, we try to compare these reddening correction method and see
whether a change of dust attenuation recipe will lead to some systematic offsets.
Moreover, we further compare the SED-derived E(B−V )neb and Balmer decrement
derived E(B−V )neb to check whether there would be any influence on derived galaxy
properties.

Firstly, we make a comparison between the observed emission line fluxes derived
from SED fitting and those from the MOSDEF Emission-Line Catalog for the cross-
matching HAEs as we have done in section 3.5.2, and check whether different dust
attenuation recipes would lead to large offsets on the observed emission line fluxes.
Figure E.1, E.2 and E.3 give the comparison of observed Hα, [Oiii], [Oii] flux,
respectively. In each figure, the left panel represents the result from the first dust
attenuation recipe mentioned above, while the right panel represents that from the
second dust attenuation recipe. At least, we find no significant systematic errors
in each panel and still the SED-derived observed fluxes have very good agreement
with those from spectroscopic survey that ∼ 90% detected fluxes have consistent
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values within a factor of 3. Comparing with the dust attenuation recipe we used in
the main text, the nebular emission lines in both new recipes would have stronger
dust attenuation than the stellar continuum during the fitting since the f -factor is
smaller. However, because the nebular emission would not contribute a lot to the
total model fluxes during the SED fitting process for brighter galaxies, we state that
the change of dust attenuation recipes would not lead to a large variation on the
stellar continuum level and the observed flux of emission lines for the cross-matching
HAEs.
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Figure E.1. Left: Comparison between the observed Hα fluxes derived from SED fitting with
the Calzetti curve and those from the MOSDEF Emission-Line Catalog (Kriek et al. 2015). Right:
Same but for the SMC curve. Outlines as in Figure 18.

102 103

flux[OIII] (10−19erg/s/cm2) f om ZF-Hs /Hl

102

103

flu
x [

O
III
] (

10
−1

9 e
rg

/s
/c
m

2 )
 f 

om
 M

OS
DE

F

Flux f om SED vs. Flux f om spect oscopy ([OIII])

8.5

9.0

9.5

10.0

10.5

11.0

log(M * /M()

−1 0 1
log2(fluxphot/fluxspec)

0

5

10

15

102 103 104

flux[OIII] (10(19erg/s/cm2) from ZF-Hs /Hl

102

103

104

flu
x [

O
III
] (

10
−1

9 e
rg
/s
/c
m

2 )
 fr
om

 M
OS

DE
F

Flux from SED vs. Flux from s ectrosco y ([OIII])

8.5

9.0

9.5

10.0

10.5

11.0

log(M * /M))

(1 0 1
log2(fluxphot/fluxspec)

0

5

10

15

Figure E.2. Left: Comparison between the observed [Oiii] fluxes derived from SED fitting with
the Calzetti curve and those from the MOSDEF Emission-Line Catalog. Right: Same but for the
SMC curve. Outlines as in Figure 18.
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Figure E.3. Left: Comparison between the observed [Oii] fluxes derived from SED fitting with
the Calzetti curve and those from the MOSDEF Emission-Line Catalog. Right: Same but for the
SMC curve. Outlines as in Figure 18.

Next, from each set of the two new SED fitting results, we obtain a new set of
observed Hα fluxes, dust extinction coefficient AHα and stellar mass M∗. We again
plot the star formation rate (SFR) versus stellar mass (M∗) relation and derive the
Hα-based SFMS as in Figure 22. Figure E.4 represents the SFMS derived from SED
fitting with the first dust attenuation recipe, and Figure E.5 is that of the second
recipe. Notably, We here still classify starburst galaxies as scattered 0.6 dex above
the extrapolated best-fit SFMS of the HAEs with stellar mass 9.2 < log(M∗/M⊙) <
10.2 (the solid blue line in each figure). Also, the best-fit SFMS from Speagle et al.
(2014), Whitaker et al. (2014) and Shivaei et al. (2015) are added for references.
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Figure E.4. The star formation main sequence of HAEs in the ZFOURGE field from the SED
fitting with the Calzetti curve. Outlines as in Figure 22.
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Figure E.5. The star formation main sequence of HAEs in the ZFOURGE field from the SED
fitting with the SMC curve. Outlines as in Figure 22.

Here, HAEs of the new fitting results are still selected with flux excesses > 2σ,
and it is found that using different dust attenuation recipe would result in an obvious
systematic offsets.

Based on the Calzetti+MW dust attenuation recipe, a total number of 1810
HAEs are selected. The best-fit SFMS have a slope of 0.81± 0.03 and intercept of
−6.57± 0.30, which is steeper than previous literature. Among all these HAEs, 610
objects are classified as starburst HAEs, which have ∆MS > 0.6 dex and a further
cut gives a number of 543 HAEs have stellar mass log(M∗/M⊙) < 9.0. The number
of starburst HAEs is much larger than that in the main text.

In contrast, only 1619 HAEs are selected based on the SMC+MW dust at-
tenuation recipe. The best-fit SFMS have a slope of 0.60 ± 0.03 and intercept of
−4.71 ± 0.31, which is more closer to Shivaei et al. (2015). In this fitting result,
a large number of starburst HAEs are lost when comparing with the first recipe.
Among all these HAEs, only 240 objects are classified as starburst HAEs, which
have ∆MS > 0.6 dex and a further cut gives a number of 213 HAEs have stellar
mass log(M∗/M⊙) < 9.0. The number of starburst HAEs is less than that in the
main text.

Since the observed Hα fluxes do not have a large variation, the systematic off-
sets on the SFMS are mainly caused by the large imparity on the dust extinction
coefficient AHα derived from the SED fitting. For the first recipe, which assuming
the Calzetti curve and dividing the E(B − V )star by a f -factor 0.44, it has been
shown in previous studies that this recipe overestimated the corrected Hα SFRs for
galaxies at z ∼ 2−3 (e.g., Reddy et al. 2010; Steidel et al. 2014), which also happens
on our SED fitting test. Therefore, we state that the assumption of f = 0.44 seems
too small for high-redshift galaxies, leads to an overestimate of dust attenuation for
the nebular emission. That’s the reason why we adopt a larger redshift-dependent
f -factor from Saito et al. (2020) in the main text.
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On the other hand, Shivaei et al. (2020) derived the dust attenuation curve of low-
metallicity galaxies and high-metallicity galaeixes and indicated that low-metallicity
galaxies appears to show a steeper curve similar to that of the SMC curve, while
the slope of the high-metallicity curve is identical to that of the Calzetti curve.
This result can be explained by different dust grain properties or different dust-star
geometries in different types of galaxy. It is possible that the SMC curve is not
very suitable for HAEs with 9.2 < log(M∗/M⊙) < 10.2, results in an underesti-
mate of dust attenuation for the stellar continuum. This further influences the dust
attenuation for emission lines and leads to a shallower slope in Figure E.5.

Although the most suitable dust attenuation curve for the stellar continuum and
nebular emission of the high-redshift galaxies is still remaining as an open question,
we think that the dust attenuation recipe we presented in the main text is acceptable
and would not lead to large systematic errors on the physical properties of our HAEs.

Deriving reddening from the observed flux ratio of hydrogen recombination lines
(e.g., Hα/Hβ) is considered the gold standard for the dust correction for nebular
emission. Here, we further compare the SED-derived E(B − V )neb and Balmer
decrement derived E(B − V )neb. Reddy et al. (2015) indicated that the difference
between E(B−V )neb and E(B−V )star is correlated to SFR(Hα), where the difference
between the two components increases with increasing SFR. Since the SED-derived
E(B − V )neb for our HAEs are directly related to E(B − V )star, we investigate
whether this correlation exists here.

We make use of the cross-matching HAEs to the MOSDEF Emission-Line Cata-
log in section 3.5.2. Among them, 83 galaxies have detection of Hβ and a further cut
leads to 60 galaxies with S/N > 3. Then, we calculated E(B−V )neb,balmer by Equa-
tion (8), meanwhile E(B−V )neb,SED are already existing in our catalog. In addition,
we calculate SFR(Hα) from the MOSDEF data since spectroscopic measurements
are more accurate. Figure E.6 presents the relation of difference in color excesses
and SFR(Hα). It is clear that this relation is existing, and E(B − V )neb,balmer are
substantially redder than E(B − V )neb,SED at larger SFR(Hα). The best-fit linear
relation to the individual galaxies is,

E(B − V )neb,balmer − E(B − V )neb,SED =

(0.254± 0.028)× log (SFR(Hα)− (0.388± 0.271).
(33)

In other words, this finding indicates that nebular color excesses are substan-
tially redder than the continuum color excesses for galaxies with larger SFR(Hα).
Physically, this trend can be understood as the product of increased metal and dust
enrichment of the ISM with increasing SFR, reflecting the simple model of Reddy
et al. (2015) (see Figure 20 in Reddy et al. 2015). This model indicated two distinct
stellar populations in each galaxy: one is stars located in diffuse dust component,
and another is stars resided in very dusty regions. As the SFR increases, these
more obscured and dusty regions begin to dominate the nebular line and bolometric
luminosities, while the diffuse component dominate the UV through optical SED at
both low and high SFRs. Consequently, the color excesses of nebular and contin-
uum diverge with rising SFR. This physical picture implies that galaxies with larger
SFRs may exhibit a higher dispersion in their spatially resolved colors. Anyway, a
further detailed analysis of the color dispersion and SFR surface density aided by
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Figure E.6. The difference between the SED-derived color excess for nebular emission, E(B −
V )neb,SED, and the Balmer decrement derived color excess for nebular emission, E(B−V )neb,balmer

as a function of SFR(Hα). All these galaxies are cross-matched to the MOSDEF Emission-Line
Catalog, and SFR(Hα) are calculated from the spectroscopic measurements. The detection of Hβ
with S/N > 3 are presented as individual red circles, while others are grey circles. The blue dashed
line shows the best-fit relation.

the deep and high resolution data, such as those from JWST, are needed to further
explore the star formation activities in high-redshift SFGs.
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Abazajian, K. N., Adelman-McCarthy, J. K., Agüeros, M. A., et al. 2009, ApJS, 182, 543, doi: 10.
1088/0067-0049/182/2/543

Andrews, B. H., & Martini, P. 2013, ApJ, 765, 140, doi: 10.1088/0004-637X/765/2/140

Berg, D. A., Skillman, E. D., Marble, A. R., et al. 2012, ApJ, 754, 98, doi: 10.1088/0004-637X/
754/2/98

Bertin, E. 2010a, SCAMP: Automatic Astrometric and Photometric Calibration. http://ascl.

net/1010.063

—. 2010b, SWarp: Resampling and Co-adding FITS Images Together. http://ascl.net/1010.

068

Bertin, E., & Arnouts, S. 1996, A&AS, 117, 393, doi: 10.1051/aas:1996164

Bian, F., Kewley, L. J., & Dopita, M. A. 2018, ApJ, 859, 175, doi: 10.3847/1538-4357/aabd74

Bianco, F. B., Modjaz, M., Oh, S. M., et al. 2016, A&C, 16, 54, doi: 10.1016/j.ascom.2016.03.
002

Boquien, M., Burgarella, D., Roehlly, Y., et al. 2019, A&A, 622, A103, doi: 10.1051/0004-6361/
201834156

Boucaud, A., Bocchio, M., Abergel, A., et al. 2016, A&A, 596, A63, doi: 10.1051/0004-6361/
201629080

Brammer, G. B., van Dokkum, P. G., & Coppi, P. 2008, ApJ, 686, 1503, doi: 10.1086/591786

Brinchmann, J., Charlot, S., White, S. D. M., et al. 2004, MNRAS, 351, 1151, doi: 10.1111/j.
1365-2966.2004.07881.x

Bruzual, G., & Charlot, S. 2003, MNRAS, 344, 1000, doi: 10.1046/j.1365-8711.2003.06897.x
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